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Overview

SAP HANA is an in-memory, column-oriented, relational database management system developed
and marketed by SAP. Its primary function as database server is to store and retrieve data as
requested by the applications. In addition, SAP HANA performs high-performance analysis and real-
time data processing to address customers’ rapidly growing requirements on business analysis.

This deployment guide describes how to plan and deploy the SAP HANA system on Alibaba Cloud
ECS, including how to configure the ECS instances, block storage, network, and SUSE Linux Enterprise
Server (SLES) operating system. This guide includes the best practices from Alibaba Cloud and SAP.

ECS instance types

This deployment guide describes a memory-optimized instance that runs on the Intel Broadwell
architecture and belongs to the ECS enterprise instance type family. The SSD cloud disk and Ultra
cloud disk can be used to host data volumes and logs in the SAP HANA database.

The currently supported instance types are listed in the table as follows:

Instance type vCPU Memory (GiB) Microarchitecture
ecs.r5.8xlarge 32 256 Skylake
ecs.sel.l4xlarge 56 480 Broadwell
ecs.re4.14xlarge 80 960 Broadwell
ecs.re4.40xlarge 160 1920 Broadwell
ecs.re4e.40xlarge 160 3840 Broadwell

Find all ceritified and supported SAP HANA ECS families Alibaba Cloud Certified IaaS Platforms
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Alibaba Cloud services

The following table lists services included in the Alibaba Cloud core components used by this

deployment guide.

Services

ECS

SSD cloud disk

Ultra cloud disk

VPC

OsSS

Description

Elastic Compute Service (ECS) is a type of computing service that features
elastic processing capabilities. ECS has a simpler and more efficient
management mode than that for the physical server. You can create
instances, change the operating system, and add or release any number of
ECS instances at any time to fit your business needs.

It is applicable to I/O intensive applications, and provides stable and high
random IOPS performance.

It is applicable to medium I/O load application scenarios and provides the
storage performance of up to 3,000 random read/write IOPS for ECS
instances.

The Alibaba Cloud Virtual Private Cloud (VPC) is a private network built on
Alibaba Cloud. It is logically isolated from other virtual networks in Alibaba
Cloud. VPC enables you to start and use Alibaba Cloud resources in your
own defined network.

Alibaba Cloud Object Storage Service (OSS) is a network-based data
access service. OSS enables you to store and retrieve structured and
unstructured data, including text files, images, audios, and videos.

Supported SAP HANA versions

SAP HANA platform V1.0 and V2.0 are supported now.

SAP HANA deployment architecture

SAP HANA supports single-node (scale-up) and multi-node (scale-out) architectures.

Single-node architecture

The following figure shows the single-node architecture of SAP HANA, and its deployment design
and disk layout in Alibaba Cloud. You can use OSS to back up your local files in the /hana/backup
path. (The size of this attaching point must be equal to or greater than the size of the data volume.)
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Note that the ECS instance for SAP HANA does not have a public IP address, which means that it
cannot be accessed from an external network. Instead, a bastion host and SAP HANA Studio must be
used for accessing SAP HANA during deployment. The SAP HANA Studio instance and bastion host
must be deployed in the same VPC as the SAP HANA instance.

You must provide a Windows host to install SAP HANA Studio, deploy the host instance in the same
VPC as the SAP HANA instance, and configure the firewall policies to enable your SAP HANA Studio
to connect to the SAP HANA database.
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The following components are used when SAP HANA is deployed in a single-node architecture:

- The ECS instance ecs.sel.14xlarge for the master node of the SAP HANA database, including:
56 vCPUs, 480 GB memory, an SSD cloud disk whose size is greater than 1.5 TB for the data
volume, and two SSD cloud disks whose sizes are greater than 512 GB for the log volume
and HANA shared volume. See the storage configuration example in Step 7 of Create an SAP
HANA instance™.

- A VPC with a custom topology and an IP address range that can be allocated in your
selected region. The SAP HANA database and other ECS instances are launched within this
VPC. You can use an existing VPC to deploy SAP HANA.

- An Internet gateway configured for the public egress for your SAP HANA and other
instances. This guide assumes that you are using this gateway.

- ECS security group, used to restrict access between instances.

- A 2TB ultra cloud disk for backup of the SAP HANA database.

- ECS VM ecs.sn2.medium running in Windows to host SAP HANA Studio.

- ECS VM ecs.nl.medium as a bastion host.

Multi-node architecture

The following figure shows the SAP HANA multi-node architecture.
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Systems where SAP business applications are deployed must be scaled up.

As HANA is an unshared architecture, scale-out systems connect a group of small SAP HANA systems
together into one cluster database. With the increased workload demand, the multi-node (scale-out)
architecture can balance the load across all nodes.

The scale-out architecture consists of one master node and several worker nodes. They are
interconnected through a network with a capacity up to 10 Gbps. Each node has its own /hana/data
and /hana/log volumes on the SSD cloud disk, providing consistent and high IOPS 1/O services. The
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master node also serves as an NFS master node for the /hana/shared and /hana/backup volumes,
which is attached to each worker node.

The following components are used when SAP HANA is deployed in a multi-host scale-out
architecture:

- The ECS instance ecs.sel.14xlarge for the master node of the SAP HANA database, including:
56 vCPUs, 480 GB memory, an SSD cloud disk whose size is greater than 1.5 TB for the data
volume, and two SSD cloud disks whose sizes are greater than 512 GB for the log volume
and HANA shared volume. See the storage configuration example in Step 7 of Create an SAP
HANA instance.

- The ECS instance ecs.sel.14xlarge for the worker node of the SAP HANA database, including:
56 vCPUs, 480 GB memory, an SSD cloud disk whose size is greater than 1.5 TB for the data
volume, and two SSD cloud disks whose sizes are greater than 512 GB for the log volume
and HANA shared volume.

- A VPC with a custom topology and an IP address range that can be allocated in your
selected region. The SAP HANA database and other ECS instances are launched within this
VPC. You can use an existing VPC to deploy SAP HANA.

- An Internet gateway configured for the public egress for your SAP HANA and other
instances. This guide assumes that you are using this gateway.

- ECS security group, used to restrict access between instances.

- A 2TB ultra cloud disk for backup of the SAP HANA database.

- ECS VM ecs.sn2.medium running in Windows to host SAP HANA studio.

- ECS VM ecs.nl.medium as a bastion host.

Deploy SAP HANA on Alibaba Cloud

This section describes how to deploy a multi-node SAP HANA on Alibaba Cloud.

Preparations

Alibaba Cloud account

If you do not have an Alibaba cloud account yet, you can apply for one according to the following
process:

- Perform the registration process. Go to the Alibaba Cloud homepage, and click Free Account
on the upper-right of the page.

- Follow the guidance described in Sign up with Alibaba Cloud

- Then, Add a payment method

SAP HANA installation media
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Download SAP HANA installation media.

Please refer to SAP HANA Server Installation and Update

Activate OSS.

- Log on to the Alibaba Cloud website.

- Click Buy Now on the OSS product details page
https://www.alibabacloud.com/product/oss

- After OSS is activated, click Console to go to the OSS console interface.

Create a bucket.

- Go to the OSS console interface.

Click Create Bucket. The Create Bucket dialog box is displayed.

In the Bucket Name text box, enter the bucket name. The bucket name must
comply with the naming rules and must be unique among all existing bucket
names in Alibaba Cloud OSS. The bucket name cannot be changed after being
created. For more information about bucket naming, see OSS basic concepts.

In the Region drop-down box, select the data center of the bucket. The region
cannot be changed after being subscribed. To access the OSS through the ECS
intranet, select the same region with your ECS instance. For more information, see
Access domain name.

In the Read/Write Permissions drop-down box, select a permission for the bucket.

- Public-Read-Write: Anyone (including anonymous access) can perform
read and write operations on the files in the bucket. Use this permission
with caution because the fees incurred by these operations will be borne
by the creator of the bucket.

- Public Read: Only the creator of the bucket can perform write operations
on the files in the bucket, while anyone (including anonymous access) can
perform read operations on the files.

- Private: Only the creator of the bucket can perform read/write operations
on the files in the bucket. Other users cannot access the files.

Click Submit. The bucket is successfully created.

Upload a file.

- Go to the OSS console.
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- Click the name of the bucket to which you will upload a file to open the bucket
management page.

Click Object Management to open the page where all files in the bucket are
managed.

Click Upload File to open the “Select File” dialog box.

- Select the HANA installation package and click Open. After the file is uploaded,
click Refresh to view the uploaded file.

Zone and region

Zone

- A zone is a physical area with independent power grids and networks in one
region. The network latency for ECS instances within the same zone is shorter.

- Intranet communication can take place between zones in the same region, and
fault isolation can be performed between zones. Whether to deploy ECS instances
in the same zone depends on the requirements for disaster tolerance capabilities
and network latency.

- If your applications require high disaster tolerance capabilities, We recommend
that you deploy your ECS instances in different zones of the same region.

- If your applications require low network latency between instances, We
recommend that you create your ECS instances in the same zone.

Region

Alibaba Cloud data centers are deployed in the following regions now: China East 1
(Hangzhou), China East 2 (Shanghai), China North 1 (Qingdao), China North 2 (Beijing),
China North 3 (Zhangjiakou), China South 1 (Shenzhen), Hong Kong, US West 1 (Silicon
Valley), US East 1 (Virginia), Singapore, Asia Pacific NE 1 (Japan), Germany 1 (Frankfurt), and
Middle East 1 (Dubai).

- The data centers in China East 1 (Hangzhou), China East 2 (Shanghai), China North
1 (Qingdao), China North 2 (Beijing), China North 3 (Zhangjiakou), and China South
1 (Shenzhen) offer multi-line BGP backbone networks covering all provinces and
municipalities in China and providing stable and fast access within Chinese
mainland.

- The data center in Hong Kong offers access at international bandwidth, covering
Hong Kong and Southeast Asia.

- As the partner of the data center in Singapore, SingTel is a dominant operator in
Southeast Asia. Highly reliable in terms of business expertise and maturity, the
company is well-positioned to serve users across the region.

- The data center in Asia Pacific SE 2 is located in Sydney, Australia.

10
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- The data center in Asia Pacific NE 1 is located in Tokyo, Japan.

- The data center in US West 1 (Silicon Valley) is directly connected to the backbone
networks of multiple American operators through BGP lines. In addition to the
entire US region, the data center extends its reach to South America and
Continental Europe.

- The data center in US East 1 is located in Virginia of the United States.

- The data center in Germany 1 is located in Frankfurt.

- The data center in Middle East 1 is located in Dubai, UAE.

How to select a region
Regions in Chinese mainland

In general cases, we recommend that you select a data center closest to your end users to
further speed up user access. Alibaba Cloud’ s data centers in Chinese mainland are similar
to each other in terms of infrastructure, BGP network quality, service quality, and ECS
operation and configuration. Domestic BGP networks ensure fast access to regions across
China.

International regions

The data centers outside the Chinese mainland provide international bandwidth and target
areas outside the Chinese mainland. Access to these regions from the Chinese mainland
may cause high latency. Therefore, you are not advised to use them.

- If you have business requirements in Hong Kong or Southeast Asia, you can select
Hong Kong or Singapore.

- If you have business requirements in Japan or South Korea, you can select Asia
Pacific NE 1 (Japan).

- If you have business requirements in Australia, you can select Asia Pacific SE 2
(Sydney).

- If you have business requirements in America, you can select US West 1 (Silicon
Valley) and US East 1 (Virginia).

- If you have business requirements in Continental Europe, you can select Germany 1
(Frankfurt).

- If you have business requirements in Middle East, you can select Middle East 1
(Dubai).

Different Alibaba Cloud products in different regions cannot communicate with each other
through an intranet.

- ECS, ApsaraDB for RDS, and OSS instances in different regions cannot
communicate with each other through an intranet.

- ECS instances and other cloud resources in different regions, such as ApsaraDB for
RDS and OSS instances, cannot communicate with each other through the intranet.

- Server Load Balancer cannot be deployed for ECS instances in different regions,

11
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that is, ECS instances bought in different regions cannot be deployed in the same
Server Load Balancer instance.

- A single VPC can only be deployed in one region. VPCs in different regions cannot
be communicate with each other by default. You can select VPCs based on the
actual running environment.

Account management

SAP HANA account

The SID needs to be specified during SAP HANA installation, and <sid>adm is used as the
account for the HANA system (not the account for the HANA database). If this account does
not exist, HANA will create one by default. When you create user accounts, do not name
them with “adm” as the ending, in case HANA identifies them as the HANA system
account and forcibly modifies related information. In addition, in the scale-out scenarios, all
nodes must use the same <sid>adm, and uid and gid must be consistent.

System internal account

Alibaba Cloud will not create any account within system. The default user in Linux is only
the root user. During system use, you can create or delete user accounts as required by the
operating system. For example, you can use useradd and userdel to manage your accounts
in Linux.

Create a user: useradd —u <uid> -g <gid> username
Delete a user: userdel username

Deployment process

Configure a network

Create a VPC and switch

- Log on to the VPC console.

- In the left-side navigation pane, click “"VPC" .

- On the VPC list page, select the region where the VPC is located, and click “Create
VPC" .

-Inthe “Create a VPC" dialog box, enter the VPC name and select the network
segment for the VPC.

12
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You can select one of the following standard network segments of the VPC: After the VPC is
created, its network segment cannot be modified. We recommend that you use a large
network segment to prevent subsequent resizing.

10.0.0.0/8(10.0.0.0 - 10.255.255.255)
172.16.0.0/12(172.16.0.0 - 172.31.255.255)
192.168.0.0/16(192.168.0.0 - 192.168.255.255)

Click Create VPC.

After the VPC is created, a VPC ID is generated. A router is created for the VPC at
the same time.

Click Next to create a switch.

On the Create a Switch tab page, provide the following information, and click
Create Switch.

Name: Specify the switch name.

Zone: Select the zone of the switch.

Network segment: Specify the network segment of the switch.

The network segment of the switch can be the same as that of the VPC to which
the switch belongs or the subnet of the VPC network segment. The size of the
network segment of the switch must be between a 16-bit netmask and a 29-bit
netmask.

NOTE: If the network segment of your switch is the same as that of the VPC to
which your switch belongs, you can only create one switch under the VPC.

Click Finish.

Return to the instance list page, and click the ID link of the created VPC to enter
the VPC details page. Check the VPC and switch on the page.

Configure a security group
About security groups

A security group is a logical group that consists of instances in the same region with the
same security requirements and mutual trust. Each instance belongs to at least one security
group, which must be specified at the time of creation. Instances in the same security group
can communicate through the network, but instances in different security groups cannot

13
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communicate through an intranet by default. Mutual access can be authorized between two
security groups.

A security group is a virtual firewall that provides the stateful packet inspection (SPI)
function. Security groups are used to set network access control for one or more ECSs. As
an important means of security isolation, security groups are used to divide security
domains on the cloud.

- Security group restrictions

- A single security group cannot contain more than 1,000 instances. If you
require intranet mutual access between more than 1,000 instances, you
can allocate them to different security groups and permit mutual access
through mutual authorization.

- Each instance can join a maximum of five security groups.

- Each user can have a maximum of 100 security groups.

- Adjusting security groups will not affect the continuity of a user’ s
service.

- Security groups are stateful. If an outbound packet is permitted, inbound
packets corresponding to this connection will also be permitted.

- Security groups have two network types: classic network and VPC.

- Instances of the classic network type can join security groups on
the classic networks in the same region.
- Instances of the VPC type can join security groups on the same
VPC.
- Security group rules

- Security group rules can be set to permit or forbid ECS instances
associated with security groups to access a public network or an intranet
from the inbound and outbound directions.

- You can authorize or delete security group rules at any time. Security
group rules you have changed will automatically apply to ECS instances
associated with the security groups.When setting security group rules,
make sure security group rules are simple. If you allocate multiple security
groups to an instance, up to hundreds of rules may apply to the instance.
When you access the instance, the network may be disconnected.

- Security group rule restrictions

- Each security group can have a maximum of 100 security group
rules.

Security group configuration methods

- Log on to the ECS console.

- In the left-side navigation pane, click Security Group.

- Select the region on which you want to create a security group.

- Click Create Security Group. In the displayed dialog box, enter the following
information:

14
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Create Security Group

* Sacurity Group hana-default
Mame:
2 - 128 characters long. Do not start with a special character or a digit. It
can contain the following specdial characters: "

.-IuI ||_|'f and "

Description: for hang vpc

It must contain 2-256 characters and it cannot begin with http:// or https://

Metwork Type: VPC

*VPC: vpc-gwBxdéxuhyjognifby8d  « | Create VPC

vpc-gwxdéxuhyjoonifby83d /
n Cancel

Tony_Zha...

- Click "OK” and then click “Configuration Rule” .
- Complete rule settings by following the corresponding instructions. We

recommend that you keep only the ports for remote access.

15
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Add Security Group Rules
NIC: Intranet
Rule Direction: Inbound

Authorization Policy: Allow
Protocal Type: Custom TCP
* Port Range: 2/
Priority: 1
Authorization Type: Address Field Access

* Authorization
QObject:

Description:

.....

It must contain 2-256 characters and it cannot begin with

hitp:/f or https:/f

@ Tutorial

Cancel

Port configuration reference

During SAP HANA deployment, a VPC is used. You only need to set the rules in the
outbound and inbound directions, without specifying the public network or VPC. The

security group rules are blank by default. When creating an ECS instance, make sure that

the selected security group contains port 22 (Linux) or 3389 (Windows). Otherwise, you

cannot remotely log on to the ECS instance.

HANA Studio Windows VM

Inbound

16
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Protocol type

TCP

Outbound

TCP

Bastion host

Inbound

Protocol type

TCP

Outbound

TCP

Port range

3389

Port range

22

22

Authorization
object

Internet IP
address

0.0.0.0/0 (all VMs)

Authorization
object

Internet IP
address

0.0.0.0/0 (all VMs)

Remarks

You must access
all IP addresses of
HANA Studio.

You can access
any other VMs
from a Windows
VM.

Remarks

You must access
all IP addresses of
the bastion host.

You can access
any other VMs
from a bastion
host.

For more information about specific ports that SAP needs to access and the related security group
rules, see SAP official documentation.

Create an SAP HANA instance

Log on to Alibaba Cloud ECS ECS product purchase page.

Select Subscription as the billing method.

Select the region and zone.

Select the region as required. If you have configured a switch, select a zone.

Select “VPC" for the network type.

After selecting the network type, enter the information about the created or existing VPC
and switch. In a multi-node architecture, SAP HANA does not provide external services
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directly. Therefore, set “Public IP Address” to “Not Allocate” .

Select an instance type.

Select an instance type that passes SAP HANA authentication, thatis, “56 vCPU 480GB
(ecs.sel.l4xlarge)” inthe “Memory sel” instance type family of “SeriesIII" .

Select an operating system image.

The operating system is SUSE Linux Enterprise Server 12 SP1 for SAP Applications. The
related images can be obtained from the image marketplace.

Configure storage disks.

We recommend that you select storage disks as follows:

System Disk
@ o s ik 0
Need help choosing the right disk? click here=
Data Disk
JUEETEERI SSD Cloud Disk v 1836  GB | Creatediskwithsnapshot ~ Default devic

JUEDETOF SSD Cloud Disk v 512 GB | Create disk with snapshot Default device (@

JUERETEIEC SSD Cloud Disk v 512 GB  Creatediskwithsnapshot  Default device @

[UEUETLEWTE Ultra Cloud Disk v 2048 GB | Create disk with snapshot Default device @

NOTE: After the instance and storage disks are created, open a ticket from the Alibaba
Cloud support portal to request a special support for using an SSD cloud disk in SAP HANA
deployment. Alibaba Cloud support experts will contact you to introduce more details.

Configure initialization information.

After setting the initial password, click “Create” , and wait several minutes for instance
initialization.

18
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Create a bastion host.

Create a bastion host with one vCPU and 2 GB memory and without additional storage in
the same VPC of the same zone by following the preceding steps.

Configure the network for the bastion host.

There are multiple ways to configure a public IP address now. The elastic IP address (EIP)
configuration is used as an example.

An EIP is a public IP address resource that can be independently bought and held. It can
be dynamically bound to or unbound from different ECS instances without stopping the
ECS instances.

- Log on to the EIP console.

- Click “Apply for EIP" .

- On the purchase page, select the region, bandwidth peak, and billing method of
the EIP, click "Buy Now” , and make the payment.

- NOTE: The region of the EIP must be the same as that of the ECS instance to
which the EIP is to be bound.

- Return to the EIP list page, select the region of the EIP, and click “Refresh” to
check the created EIP instance.

- Click "Bind" .
-In the "Bind a Public EIP” dialog box, select the created ECS instance, and click
IIOKII .

- After the binding is complete, click “Refresh” on the EIP list page to check the
EIP instance status.

- When the EIP instance status is “Allocated” , the ECS instance to which the EIP is
bound can be accessed through a public network.

- Log on to the ECS instance and run the following command to test access
through a public network.

DINO WWW.d 1N.COIM
Welcome to Alibaba Cloud Elastic Compute Service !

[root@ [ 1dpur?pBeIbSIKEZ " 18| ping wad.aliyun.com

PING sh. idge.aliyus .alihe Z85.6Z.8) 56(84) bytes of data.
64 bytes from ' 17 ti :

64 bytes from (14 pZ.8): icmp_s

64 bytes from 148.285.62.8 (148.205.62.8): icmp_se

64 bytes from 148.285.62.8 (148.285.62.8): icmp_s

64 bytes from (1 5. J: icmp_s

64 bytes from (14 J: icmp_se

64 bytes from 148.7 '

Log on to an instance.

No public network is configured for the HANA ECS instance currently. Therefore, a bastion
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host is required for logon to the HANA ECS instance.

Install the SAP HANA database.

- Create the /hana/data, /hana/log, /hana/shared, and /hana/backup directories.

- Format and attach the four data disks based on the specifications and
relationships of the disks applied in Step 7.

- Download the SAP HANA installation file in OSS to the local /hana/shared
directory.

- Decompress the SAP HANA installation file and install the SAP HANA database.
Note the directory during the installation. The following is an example of
installation on the master node:

master:/hana/shared/122.05 # ./hdblcm
SAP HANA Lifecycle Management - SAP HANA 1.00.122.05.1481577062

Scanning Software Locations...

Detected components:

SAP HANA Database (1.00.122.05.1481577062) in /hana/shared/122.05/server
Choose installation

Index | System | Database Properties

1 | Install new system |

[l

2 | Extract components |

3 | Exit (do nothing) |

Enter selected system index [3]: 1 --> Newly deployed node

Enter Installation Path [/hana/shared]: --> Select a shared directory

Enter Local Host Name [master]: --> Ensure that the host name can be accessed
Do you want to add additional hosts to the system? (y/n) [n]: n

Enter SAP HANA System ID: AL1 --> Enter the system ID

Enter Instance Number [00]: 00 --> Enter the instance number

Index | Database Mode | Description
1 | single_container | The system contains one database
2 | multiple_containers | The system contains one system database and 1..n tenant databases

Select Database Mode / Enter Index [1]:

Index | System Usage | Description

1 | production | System is used in a production environment

2 | test | System is used for testing, not production

3 | development | System is used for development, not production

4 | custom | System usage is neither production, test nor development

Select System Usage / Enter Index [4]:

Enter Location of Data Volumes [/hana/data/AL1]:
Enter Location of Log Volumes [/hana/log/AL1]:
Restrict maximum memory allocation? [n]:

Enter Certificate Host Name For Host 'master' [master]:
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Enter SAP Host Agent User (sapadm) Password:

Confirm SAP Host Agent User (sapadm) Password:

Enter System Administrator (alladm) Password: --> Enter the password
Confirm System Administrator (alladm) Password:

Enter System Administrator Home Directory [/usr/sap/AL1/home]:
Enter System Administrator Login Shell [/bin/sh]:

Enter System Administrator User ID [1000]:

Enter ID of User Group (sapsys) [79]:

Enter Database User (SYSTEM) Password: --> Enter the password of the database
Confirm Database User (SYSTEM) Password:

Restart system after machine reboot? [n]:

Summary before execution:

SAP HANA Components Installation
Installation Parameters

Remote Execution: ssh

Installation Path: /hana/shared

Local Host Name: master

SAP HANA System ID: AL1

Instance Number: 00

Database Mode: single_container

System Usage: custom

Location of Data Volumes: /hana/data/ALl
Location of Log Volumes: /hana/log/AL1
Certificate Host Names: master -> master
System Administrator Home Directory: /usr/sap/AL1/home
System Administrator Login Shell: /bin/sh
System Administrator User ID: 1000

ID of User Group (sapsys): 79

Software Components

SAP HANA Database

Install version 1.00.122.05.1481577062
Location: /hana/shared/122.05/server

Do you want to continue? (y/n):y

Installing components...
Installing SAP HANA Database...

The above shows how to set up a single-node HANA environment. To set up a scale-out
environment, continue to follow these steps:

- A master HANA node is created in the preceding steps. Configure NFS services on the node

and configure /hana/shared and /hana/backup as shared directory.

- Repeat steps 1 to 8 to create a worker node VM in the same VPC. Note that only /hana/data

and /hana/log are required for storage of the worker node.

- Attach the/hana/shared and /hana/backup directories on the master node to the worker

node.

- Configure the /etc/hostsfile on all nodes to ensure that the relationship between the host

name and the IP address of all nodes can be resolved.
- Run hdblcm on the master node to add a worker node.
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Create a Windows instance for SAP HANA Studio

1. Create an SAP HANA Studio instance by following the above steps 1 to 8. Pay attention to
the following:
- Extra storage space does not need to be configured.
- A Windows image is required.
- No public IP address is allocated.
2. Repeat step 10 in the preceding process to configure a public IP address for the instance.
3. Connect to the instance through the public IP address.
4. Install SAP HANA Studio.

Why are the bastion host and SAP HANA Studio required?

No public IP address is configured for the SAP HANA instance. Therefore, a bastion host and SAP
HANA Studio are required to access SAP HANA. The SAP HANA Studio instance and bastion host are
deployed in the same VPC as the SAP HANA instance. Therefore, they can access each other directly.

Generally, a bastion host runs in Linux and is used for SSH access, while SAP HANA Studio is
deployed in Windows and is used for HANA management. A Linux instance is hard to directly access
a Windows instance. Therefore, a public IP address is configured for the Windows VM so that SAP
HANA Studio can be accessed through Internet.

Connect to SAP HANA

As no public IP address will be configured for your SAP HANA instance in the preceding deployment,
you can only connect to the SAP HANA instances through the bastion host using SSH or through SAP
HANA Studio deployed in the Windows VM.

- To connect to SAP HANA through the bastion host, connect the SSH client you select to the
bastion host and then to the SAP HANA instance.

- To connect to the SAP HANA database through SAP HANA Studio, use a remote desktop
client to the Windows VM instance. When the connection is established, manually install SAP
HANA Studio and access your SAP HANA database.

Post-deployment tasks

Before using your SAP HANA instances, We recommend that you perform the following post-
deployment steps. (See SAP HANA Server Installation and Update.)

- When using custom SUSE Linux Enterprise Server as the operating system for your SAP
HANA instances, make sure that the Linux kernel version is at least 3.12.74-60.64.40, so as to
prevent HANA performance degradation in some cases. If the kernel version is earlier than
3.12.74-60.64.40, upgrade the kernel to the minimum required version. For more
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information, see SAP Notes 2205917.

- Update your SAP HANA software to the latest version.

- Install other additional components, such as Application Function Libraries (AFL) or Smart
Data Access (SDA).

- Configure and back up your new SAP HANA database. For more information, see Guide for
backing up and restoring SAP HANA on Alibaba Cloud.

SAP HANA Operation Guide

- Manage your SAP HANA system
- Start and stop an ECS instance
- Create a custom image for your SAP HANA
- Clone an SAP HANA system
- Manage your account
- Network settings
- Security isolation
+ Public network access
- VPN connection
- Security groups
- Technical support for SAProuter access to SAP
- Security configuration
- RAM
- Server Guard (server security)
- Security notification
- Necessary configuration changes
- Disable some SAP HANA services
- High availability and disaster recovery
- Backup and restoration
- Appendix: How to create NAT Gateway

This document mainly describes recommended methods for and notes about using SAP HANA
deployed on Alibaba Cloud ECS instances. For more information about how to use SAP HANA, refer
to the SAP official documentation.

Manage your SAP HANA system

This section describes how to perform administrative tasks typically required to operate an SAP
HANA system on Alibaba Cloud ECS, including information about starting, stopping, and cloning the
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system.

Start and stop an ECS instance

You can stop one or multiple SAP HANA hosts at any time. As a best practice, you need to first stop
SAP HANA running on the Alibaba Cloud ECS instance before you stop the instance. When you
resume the instance, it will automatically start with the same IP address, network, and storage
configuration as before.

Create a custom image for your SAP HANA

ECS allows to you create custom images based on your current ECS instances. Custom images help
you rapidly create multiple ECS instances with the identical operating system and environment to
meet auto scaling requirements.You can create a custom image for an existing instance on the ECS
console. For details about how to create a custom image, refer to Create a custom image using an
instance.

You can use a custom image as follows:

- Create a full offline backup for the SAP HANA system, including the operating system, HANA
program /usr/sap, shared program and file /hana/shared, data, logs, and backup files.

- Create a new ECS instance or Change the system disk of an ECS instance.

- Move an SAP HANA system from one region to another: You can create a custom image for
an existing ECS instance and use it to create a new ECS instance in another region by
following the instructions in Copy an image. Image copying allows you to maintain a
consistent environment when you deploy applications across multiple regions.

- Clone an SAP HANA system: You can create an image for an existing SAP HANA system and
create an exact clone of the system. Refer to the next section in this document.

NOTE: To create a custom image of the SAP HANA system with a consistent state, you need to
first stop the SAP HANA instance before creating the image, or follow the instructions in SAP
Note 1703435.

Clone an SAP HANA system

Single-node system — To create a clone of a single-node SAP HANA system, you can create a custom
image of the system in the same zone. The image includes an operating system and preinstalled SAP
HANA software.

Multi-node system — A multi-node SAP HANA system cannot be cloned by creating an image.
Instead, you can perform backup and restoration to create multiple nodes according to the following
steps:
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- Create a new SAP HANA system with the same configuration as the SAP HANA system you
want to clone.

- Back up data of the original system.

- Restore the backup of the original system to the new system.

Manage your account

The following three types of administrator accounts are required to manage an SAP HANA system on
Alibaba Cloud:

- Alibaba Cloud account — Before using Alibaba Cloud products and services, you need to
create an Alibaba Cloud account first. Using this account, you can manage your ECS
instances, configure networks, and manage system images or disk snapshots for your SAP
HANA system.

- ECS instance administrator account — When an ECS instance is created, you need to create an
administrator account in the operating system of the instance. The default administrator of a
Linux system is the root user. As an administrator, you can create or delete user accounts as
required by the operating system.

- HANA database administrator — A system ID (SID) needs to be specified during SAP HANA
installation. HANA will use [sid]adm as the administrator and create this account in the
operating system by default. In scale-out scenarios, all nodes need to use the same [sid]adm
and ensure that the UID and GID are consistent.

Network configuration

It is strongly recommended that you use Virtual Private Cloud (VPC) as the default network type to
build the SAP HANA system on Alibaba Cloud ECS. VPC is a private network established on Alibaba
Cloud. VPCs are logically isolated from each other. VPC enables you to use Alibaba Cloud resources in
your own VPC.

You have full control over your own VPC, including choosing your preferred IP address range,
network segment, route table, and gateway, to achieve safe and easy access to your resources and
applications. For more information, refer to VPC. You can also establish connections through a leased
line or VPN between your VPC and traditional data centers to form an on-demand network
environment for smooth application migration to the cloud and expansion of data centers.

Security isolation

- ECS instances of different users are deployed in different VPCs.
- Different VPCs are isolated by tunnel IDs. Because of the existence of VSwitches and
VRouters, a VPC can be divided into subnets as if in a conventional network environment.
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Different ECS instances in each subnet are interconnected through the same VSwitch.
Different subnets are interconnected through VRouters.

- Different VPCs are completely isolated over the intranet, and can only be interconnected
through a mapped public IP address (EIP or NAT IP).

- Because the tunneling technology is used to encapsulate the IP packets of ECS instances, the
data link layer (Layer 2 MAC address) information of the ECS instances is not transferred to
the physical network, thus implementing Layer 2 network isolation between ECS instances
and further implementing Layer 2 network isolation between VPCs.

- ECS instances in a VPC use security group firewalls for Layer 3 network access control.

Public network access

If your enterprise security policy requires that all VMs must be in the enterprise’ s private network,
you can use the following ways to access the public network:

- Set up NAT Gateway on your private network and a NAT proxy to provide a public traffic
portal for the private network. In NAT Gateway, configure a corresponding route to enable
your VMs to access the public network. For details about how to set up NAT Gateway, refer
to Appendix: How to create NAT Gateway.

- As you are not allowed to directly connect VMs in the private network through SSH, you
must set up a bastion host. The bastion host has a public IP address and can record data
streams of the SSH protocol. The bastion host can serve as a channel that connects the VMs
in your private network. For details about how to set up a bastion host, refer to Guide on
implementing SAP HANA on Alibaba Cloud.

VPN connection

VPN Gateway is an Internet-based service provided by Alibaba Cloud. It connects enterprise data
centers and Alibaba Cloud VPCs safely and reliably through encrypted channels.

Security groups

A security group is a logical group that consists of instances in the same region with the same
security requirements and mutual trust. Each instance belongs to at least one security group, which
must be specified at the time of creation. Instances in the same security group can communicate
through the network, but instances in different security groups cannot communicate through an
intranet by default. Mutual access can be authorized between two security groups.A security group is
a virtual firewall that provides the stateful packet inspection (SPI) function. Security groups are used
to set network access control for one or more ECSs. As an important means of security isolation,
security groups are used to divide security domains on the cloud.

For more information, refer to Introduction to security groups.
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Technical support for SAProuter access to SAP

SAProuter is a software application that provides a remote connection between the customer’ s
network and the SAP network. In some situations, it may be necessary to allow an SAP technical
support engineer to access your SAP HANA system on Alibaba Cloud for fault diagnosis. SAProuter is
required to establish the access connection. One of the prerequisites for using SAProuter is a network
connection from the customer’ s network to the SAP network.

SAProuter can be considered as a technical support connection channel between SAP and Alibaba
Cloud ECS. To configure SAProuter, perform the following steps:

- Start the ECS instance where SAProuter is to be installed. Because the instance is located in
the customer’ s VPC, you need to buy an EIP and dynamically bind it to the ECS instance
without restarting the instance.

- Create and configure a security group, which only allows the inbound and outbound access
between the SAProuter instance and the SAP technical support network over TCP port 3299.

- Install SAProuter by following SAP Note 1628296, and create a file named “saprouttab” .

- Use Secure Network Communication (SNC) to set up the Internet connection required by
SAProuter. For more information, refer to SAP remote support — help.

Security configuration

For an HANA system running on Alibaba Cloud, Alibaba Cloud maintains security of the infrastructure
that supports the cloud, and the customer is responsible for ensuring the security of the cloud
resources, HANA database, and other related applications, which the customer uses.

Besides common security protection methods for your SAP HANA system, Alibaba Cloud provides the
following additional security resources:

RAM

Resource Access Management (RAM) is an Alibaba Cloud service designed for user identity
management and resource access control. Using RAM, you can create and manage user accounts (for
example, employees, systems, and applications) and control the operation permissions these user
accounts possess for resources under your account. RAM thereby allows you to securely grant access
and management permissions for Alibaba Cloud resources to only your designated enterprise
personnel or partners as needed, to reduce the security risks of your enterprise information. For more
information, refer to RAM.

Server Guard (server security)

Server Guard is a host security software application, providing vulnerability management, baseline
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detection, intrusion alerting, and other functions through interworking between lightweight software
installed on ECS and on-cloud security center. Server Guard monitors the server in real time and
accurately captures various security events, as well as provides warnings and solutions for intrusions
and abnormal behavior. For more information, refer to Server Guard.

Security notification

Alibaba Cloud message center allows you to configure the notification type. After you enable Alibaba
Cloud Security notification in the security message, you will receive security notifications about server
security and Anti-DDoS. If you have bought services, such as Cloud Anti-DDoS Service and Web
Application Firewall, you will receive corresponding notifications.

Necessary configuration changes

You need to configure your SAP HANA system and the operating system with recommended security
settings. For example, make sure that only necessary network ports are whitelisted for access, harden
the operating system you are running SAP HANA, and so on.

Refer to the following SAP Notes:

- 1944799: Guidelines for SLES SAP HANA installation
- 1730999: Recommended configuration changes
- 1731000: Unrecommended configuration changes

Disable some SAP HANA services

SAP HANA services such as HANA Extended Application Services (HANA XS) are optional and need to
be disabled if they are not needed.

For details about how to disable these services, refer to SAP Note 1697613: Remove XS Engine out of
SAP HANA database. After a service has been disabled, remove all the TCP ports that were opened
for the service from the security groups.

For more information about the security protection, refer to the guide on security of SAP HANA on
Alibaba Cloud.

High availability and disaster recovery

For details and best practices about the high-availability and disaster recovery solutions of SAP HANA
running on Alibaba Cloud, refer to Guide on high availability and disaster recovery of SAP HANA on
Alibaba Cloud.
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Backup and restoration

Backups are critical for protecting your system data. Because SAP HANA is an in-memory database,
you can create regular data backups at a specific time point when SAP HANA workload is low,
depending on your business conditions. In this case, you can recover your data from unexpected
system failures.

For details and best practices, refer to Guide on backup and restoration of SAP HANA on Alibaba
Cloud.

Appendix: How to create NAT Gateway

NAT Gateway is an enterprise-level VPC public network gateway that provides NAT proxy services
(SNAT and DNAT), 10 Gbps forwarding capacity, and cross-zone disaster tolerance capabilities. NAT
Gateway must be used with a shared bandwidth package. Together, they provide a high-performance
enterprise-level gateway that can be flexibly configured.

. Log on to the VPC console.

.In the left navigation bar, click “NAT Gateway” .

. Click “Create NAT Gateway"” .

. Select the region, VPC, type, and billing cycle, and click “Buy Now"” to complete the

A W DN P

creation.
5. After NAT Gateway is successfully created, the system automatically creates a port
forwarding table and a SNAT table for this gateway.

VPC China North 1 (Qingdao) ~ China North 2 (Beijing)  China North 3 (Zhangjiakou)  China North 5 (Huhehaate) < Refresh

China East 1 (Hangzhou)  Chin East 2 (Shanghai)  China South 1 (Shenzhen)  Hong Kang

Overview
Asia Pacfic NE 1 (Japan)  Singapore  Asia Pacific SE 2 (Sydney)  Asia Pacfic SE 3 (Kuala Lumpur)

\pC
S East 1 (Virginia)  USWest 1 (licon Valley)  Middle East 1 (Dubal) [€euro@Y(ze ilyi}

NAT Gateway

v VN

DNATEniry  SNAT Ent Connections ~ Pack

VPN Gateway

. . . } Manage
Customer Gatenay FConfiqure /¥ Configure " W By Shared Bandwidth ol i W18
DNAT SNAT Package 16:39:32

PN Connection

= Total: 1item(s), PerPage: Witem(s)  « )
¥ Qick Links ) e

6. Click the “Buy Shared Bandwidth Package” link.
NOTE: If a bandwidth package has been configured for NAT gateway, click “Manage” ,
and select a bandwidth package in the left navigation bar.

7. On the bandwidth package page, click “Buy Shared Bandwidth Package” again.

8. Configure the number of public IP addresses, bandwidth, and billing method for the
bandwidth package.
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9. Click “Buy Now" to complete the creation.
10. After the bandwidth package is created, the system allocates public IP addresses to NAT
Gateway based on the specified number of IP addresses.

( Shared Bandwidth Package Up to four shared bandwidth packagss can be added to o2 gafenay. £ Refresh

Gateway Details . . -
Note: The monitaring function af the share bandwidth package is maved to CloudMoniar, Click the . icon to view the monitaring data in CloudMonito
DNAT Tatle
Shared Bandwidth Package ID: b
SNAT Table
Detz
Shaed Bt c. Buy Shared Bandwicth Package
Bandwidth P Count
Basic Info Ht v
Billng Info Modfy Bandwidh v
Public IP List Add Public IP A
Public IPID Public IP
Avalzble Release

11. Return to the NAT Gateway page, click “Port Forwarding Table” , set the DNAT, and click
“Create Port Forwarding Entry” .

12. Configure the port forwarding entry: Select an available public IP address, specify the
private IP address of the ECS instance on the VPC to be mapped, and select the mapping
mode.

- All ports: IP mapping is used, and an EIP is configured for the selected ECS
instance, which can receive requests from any port or any protocol from the
public network.

After all ports are selected, you do not need to configure the public network port,
private network port, and protocol type.

- Specific port: Port mapping is used. After configuration, NAT Gateway will receive
data from [Private IP address:Private network port] with the specified protocol to
the specified [Public IP address:Public network port], and send data from [Public
IP address:Public network port] with the specified protocol to the specified
[Private IP address:Private network port].

After a specific port is selected, you need to configure the public network port,
private network port, and protocol type.

13. Click "OK" to complete the configuration.

The new rule is displayed in the port forwarding table and in the “Configuring” state.
Click “Refresh” . When the status shows “Available” , the port forwarding rule is
successfully created.

30



SAP SAP Solutions

Ganeny Detais
| BzscIfo
MAT Table

AP 183D
ST Teble

Sharec Bardoidth Pac. | DRAT En'ry List

| o ol 8 ) AR 8 bl Eft  Deee

SAP HANA Backup and Restore

- Use Alibaba Cloud services to backup and restore the SAP HANA database
- 0SS
- ECS
- RAM
- Destination of the SAP HANA database backups on Alibaba Cloud
- Permission management for backup files
- Key points about backup and restoration
- SAP HANA backup and storage snapshot
- File system backup for the multi-node SAP HANA system
- Restoration
- Backup and restoration for the SAP HANA database of a non-production system
- Backup mode
- Restoration mode
- Backup and restoration for the SAP HANA database of a production system
- Backup mode
- Backup example
- Restoration mode
- Restoration example

We recommend that you read the following SAP official documents before backing up and
restoring the SAP HANA database.

Documentation

SAP Note 1642148 FAQ SAP HANA Database Backup & Recovery
SAP Note 2091951 Best Practice: SAP HANA Backup & Restore
SAP HANA Administration Guide
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Use Alibaba Cloud services to backup and restore the SAP
HANA database

0SS

Object Storage Service (OSS) is a massive, secure, cost-effective and highly reliable cloud storage
service from Alibaba Cloud. OSS allows you to upload and download data at any time and anywhere,
and perform simple data management through the Web console. OSS is charged by the actual
capacity. OSS plays a critical role in backup and restoration of the SAP HANA database on Alibaba
Cloud. For more information about OSS, see the related Alibaba Cloud OSS documentation
https://www.alibabacloud.com/help/product/31815.htm

ECS

Elastic Compute Service(ECS) is a basic cloud computing service provided by Alibaba Cloud. Using
ECS is as convenient and efficient, just like using water, electricity, or gas. Instead of buying hardware
in advance, you can create a specific number of ECS instances at any time as required to meet your
business needs, and resize disks and increase the bandwidth of ECS as you business continues
growing. If you do not need ECS, you can easily release the resources to save the cost.

ECS capabilities:

- ECS instance

An ECS instance is a virtual computing environment that includes the CPU, memory,
operating system, disk, network, and other basic server components. It is the actual
operating entity offered to each user. An instance is equivalent to a virtual machine. You
have the administrator permission for the created instances manage the instances at any
time. You also can perform basic operations on an instance, such as attaching a disk,
creating a snapshot, creating an image, or deploying an environment.

Image

An image is a template of environment you choose to run the ECS instances. It generally

includes an operating system and preinstalled software. It may only contain the basic
operating system, or have a specific software environment integrated on top of the OS. You
can create an ECS instance on the basis of an image, so as to obtain a system environment
consistent with the image.

Region and zone

A region is a physical data center.

A zone is a physical area with independent power grids and networks in one region. The
network latency for ECS instances within the same zone is shorter.

Intranet communication can take place between zones in the same region, and fault isolation
can be performed between zones. Whether to deploy ECS instances in the same zone
depends on the requirements for disaster tolerance capabilities and network latency.
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- Block storage — cloud disk
Block storage is a low-latency, persistent, and high-reliability random block-level data
storage service Alibaba Cloud provides to ECS. Block storage supports the automatic
copying of your data within the zone. It prevents unexpected hardware faults from causing
data unavailability and protects your service against the threat of component faults. You can
format a block storage attached to an ECS instance and create a file system and persist data
on it just like on a hard disk. To meet the needs of different application scenarios, three
types of block storage options are available for choosing: SSD cloud disk, ultra cloud disk,
and basic cloud disk.

- Cloud disk snapshot
A snapshot is a restore point created for a disk. It contains the disk data at the specified time
and can be used to restore disk data or create custom images.

For more information about ECS, see the related Alibaba Cloud ECS documentation
https://www.alibabacloud.com/help/product/25365.htm.

RAM

Resource Access Management (RAM) is an Alibaba Cloud service designed for controlling resource
access. Using RAM, you can create multiple RAM user accounts under your cloud account, and
allocate corresponding resource operation permissions to them. In this way, you can collectively
manage your user accounts (such as employees, systems, and applications) and control the
permissions that these user accounts possess for resources under your account.

When you use OSS to store backup files of the SAP HANA database, you can use RAM to authorize
specific users to access the backup files. For more information about RAM, see the related Alibaba
Cloud RAM documentation https://www.alibabacloud.com/help/product/28625.htm.

Storage of the SAP HANA database backups on Alibaba
Cloud

The greatest difference between backing up the SAP HANA database on a traditional physical
machine and on Alibaba Cloud is the destination of backups. The traditional physical machine stores
the database backups on tapes, while Alibaba Cloud keeps them on OSS. The advantages of storing
the SAP HANA database backups on OSS are as follows: OSS automatically stores three copies of
data in different locations by default to ensure 99.999999999% data reliability. It is capable of
enterprise-grade multilevel security protection, and provides the multi-user resource isolation
mechanism, remote disaster tolerance mechanism, multiple authentication and authorization
mechanisms, as well as the whitelist, anti-leech, and primary account/subaccount features.

The SAP HANA database backups are first stored in the /hana/backup directory of the data cloud disk
to which ECS instances are attached. You must copy the backup files in the cloud disk to OSS for
long-term storage.
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Permission management for backup files

To authorize users to access SAP HANA backup files in the OSS bucket, you must follow these steps
to configure the user access rules in the RAM console:

Select a user to access OSS and click “Authorize” .

RAM User Management > Refresh

Dashboard
Logon Name ¥ | Search by Logon Name
Jsers
Logon NamgDisplay Name Remaris (Creation Time
Groups
Manage | Authorization ) Delete
0070721 10:44:03
Policies Yo Group
Roles )
Total: 1tem(s), PerPage: 20itemls) | « ,
Setfings

Select an authorization rule.
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Edit Individual Authorization Palicy

cannot be added more than once.

Availzble authorization policy names Type Selected authorization policy name
Search Keywords Q

AdministratorAceess Syt

Provides full acce.

AliyunQSSFullAceess

rovides full acce..

Alivun0SSReadOnlyAczess Syt

Provides read-only...

AliyunECSRullAccess Syt

Provides full acce..

After adding an authorization policy, this account will have the permissions granted by that policy. The same authorization policy

Type

Close

As the owner of the Alibaba Cloud account, you are required to enter the verification code

(which will be sent to your registered mobile phone).

If the verification succeeds, you can check and set corresponding access permissions for

users on the authorization rule panel.

35



SAP SAP Solutions

RAM Policy Management 2 Refresh

Dashboard

System Policy  Custom Policy
Jsers

Groups
Policy Name or Remark ¥ | Search Keywords Search

Policizs

Authorization Palicy Name Remarks Number of References
Roles
AdministratorAccess Provices full zccess to Alibaba Cloud services and resources.., 0 View
Satings
z Aliyun0SSFullAccess Provides full access to Obriect Storage Service(05S) via Mana... 1 View
Aliyun05SReadnlyAceess Provides read-only access to Obiect Storage Service(055) via.. 0 View
AliyunECSFulAccess Provides full access to Elzstic Compute Senvice(ECS) viz Man.., 0 View
AliyunECSRezd0nlyAccess Provides read-ony access to Elastic Compute Service(ECS) V.. 0 View

You can also create custom authorization rules on the authorization rule panel. For more
information about permission management, see RAM authorization policy management.

Note about backup and restoration

Before preparing the related backup policies for your SAP HANA system on Alibaba Cloud, learn
about the following key information about backup (file system backup, to be specific), storage
snapshot (cloud disk snapshot), and restoration.

One of the main measures to ensure data security of SAP HANA is to perform a file system backup of
files, data, and logs in the SAP HANA database. You can also use the snapshot feature of the cloud
disk of Alibaba Cloud ECS to regularly back up the snapshots of the data disk where logs and the
data file system of SAP HANA are located.

SAP HANA backup and storage snapshot

- Backup files of the SAP HANA database are stored in the /hana/backup directory by default.

- Alibaba Cloud also supports data backup by storage snapshots.

- Data and logs can be backed up only when the SAP HANA database is online. (All configured
services are running.)

- The database can be normally used when a data backup, log backup, or storage snapshot is
being created.

- Before initial data backup or snapshot storage is complete, the log mode is “overwrite” .

36



SAP SAP Solutions

When the log mode is overwrite, no log backup file is generated.

- Individual objects in the database cannot be backed up or restored. Backup and restoration
always apply to the entire database.

- Only actual data is backed up, and unused space in the database is not backed up. Data
backup includes restoration of all data structures required by the database, and does not
include customers’ special configurations.

- A storage snapshot obtains the content of all data zones of SAP HANA in a specific time
point.

File system backup for the multi-node SAP HANA system

- The configuration target path for data and log backup must be valid across the system, not
just for a specific host.

- If you use a file-based backup mode to back up a multi-node SAP HANA system, it is
strongly recommended that you use shared storage that is available for all nodes in the
cluster for backup.

Restoration

- The SAP HANA database must be shut down, and cannot be accessed by an end user or
application during restoration.

- The SAP HANA database cannot be restored to any version that is earlier than the existing
version. The software version used for restoring the SAP HANA database must be the same
or later than the version of the SAP HANA database backed up.

- Before a restoration is started, at least one data backup or one storage snapshot needs to be
prepared.

- When a restoration is started, all data and log backups must be accessible through the file
system or a third-party backup tool. If you restore the database from a storage snapshot, the
storage snapshot must be available in the data zone.

- You cannot pause and resume a database restoration.

- You can cancel a running restoration. However, canceling the restoration will lead to
database state inconsistency.

- If a restoration fails, you must re-perform the full restoration process.

- During log restoration, the incremental merge operations cannot be performed.

- During the restoration, the number of hosts on your target system is unrestricted, provided
that the number of hosts and type of services of the source system are consistent with those
of the target system.

Backup and restoration for the SAP HANA database of a
non-production system
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This section provides several options for backing up the SAP HANA database of a non-production
system. Non-production systems include:

- Demonstration system
- Training system
- Sandbox system
- PoC verification system

Typical requirements for backup and restoration for the SAP HANA database of a non-production

system:

- Infrequent backups
- Point-in-time not required
- Simple and low cost

Cloud disk snapshots provide a simple and low-cost solution to meet the backup and restoration
requirements for the SAP HANA database of non-production systems. The snapshot service provides
a flexible policy. Using this service, you can take a cloud disk snapshot at any time and multiple cloud
disk snapshots in a day, and configure the related snapshot policies to enable the system to
automatically take a cloud disk snapshot in a specific day. You can also configure the time for
retaining a cloud disk snapshot, or save a cloud disk snapshot permanently.

For more information about the cloud disk snapshot, see Alibaba Cloud cloud disk snapshot.

Backup mode

You can regularly take snapshots on the SAP HANA system disk (/usr/sap), data disk (/hana/data),
and log disk (/hana/log) of ECS instances where SAP HANA is installed to back up the SAP HANA
database of non-production systems.

Restoration mode

You can use cloud disk snapshots of the SAP HANA system disk (/usr/sap), data disk (/hana/data),
and log disk (/hana/log) of ECS instances where SAP HANA is installed to manually restore the ECS
instances of the entire non-production system.

Backup and restoration for the SAP HANA database of a
production system

Typical requirements for backup and restoration for the SAP HANA database of a production system:

- Frequent and regular backup and plan
- Point-in-time database restoration

38



SAP SAP Solutions

Backup mode

- By default, the initial backup destination for backup files of the SAP HANA database on
Alibaba Cloud is a local cloud disk that is attached to an ECS instance.

- You can start and arrange a SAP HANA database backup using SAP HANA Studio, SQL
commands, or SAP DBA Cockpit. Unless being manually disabled, log files will be
automatically backed up.

- You must regularly save the SAP HANA backup files on the local cloud disk to the OSS
bucket for long-term storage.

- If cross-region data redundancy is required, the SAP HANA backup files saved in the OSS
bucket can be copied to different regions of Alibaba Cloud based on your settings.

Backup example

A typical backup task may require the following steps:

In the SAP HANA backup editor, open the backup wizard. You can also right-click the
system to be backed up and select “Backup” to open the backup wizard.
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Select the target file type, and back up the database to the specified file system

Specify the backup path /hana/backup/data/[SID] and backup prefix.
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i

Specify Backup Settings

Specify the infornation required for the data backup
Estimated backup size: 15.49 Gh.

Backup Type Complete Data Backup j

Destination Type [File j

~Backup Destination

The default destination 15 used unless you specify a different destination If you specify
a new destination, ensure that the directory already exists. For improved data safety, we
reconnend that you specify an external backup destination

Backup Destination |r'ha:1afbaclmp,’datafﬂ.1

Baclup Prefix |EDMFLETE_]JETE_BAEKUP

i Note that customer-specific chamges to the SAP HANA database configwration ave not
saved as part of the data backup.
Nore Information; SAF HANA Administration Guide

® { Buck et ) finizh | Ll |

Click “Next” , and then click “Finish” . A message is displayed, instructing you to
confirm the backup.
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0

Backup Execution Summary

i Backup of system ALl finished

2 volunes were backed wp

Open Log File

7 Close |

Make sure that the backup file is available on the operating system.
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master: /hana/backup/data/ALL # pwd

/hana/backup/data/AL1

master:/hana/backup/data/ALL # 11

total 16335016

-mw-1----- 1 alladm sapsys 165648 Jul 22 01:08 COMPLETE_DATA_BACKUP_databackup_0_1
-mw-1----- 1 alladm sapsys 83894272 Jul 22 01:08 COMPLETE_DATA_BACKUP_databackup_1_1
-mw-1----- 1 alladm sapsys 16643006464 Jul 22 01:09 COMPLETE_DATA_BACKUP_databackup_3_1
master: /hana/backup/data/ALL # |

Copy the backup file from the /hana/backup directory to the OSS bucket.
3. Check whether the backup file has been copied to OSS.

Restoration mode

- Copy the SAP HANA backup file stored in the OSS bucket to the backup directory of the
cloud disk to which the ECS instance running SAP HANA is attached.

- Run the backup file in the backup directory of the cloud disk to which the ECS instance
running SAP HANA is attached to restore the SAP HANA database.

Restoration example

You can follow these steps to restore your SAP HANA database from the backup:

If the backup file is not stored in the /hana/backup directory of the file system but is stored
in Alibaba Cloud OSS, copy the backup file to the /hana/backup directory.

Use the restoration wizard to restore the SAP HANA database.
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Recovery of System ALl

Specify Recovery Type
Select a recovery type.

select [ime: Lone: Q

0.1 me TN G T—AT=0 e
aystem Tome Used (GHT)S 20LTE07=21 U023

Select the correct time and the path to which the database is to be restored from
the backup set.
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=
1<

Bl Recovery of System ALl

Select a Backup
Select a backup to recover the SAP HANA database

Selected Point in Time
Databaze w11l be recovered to its most recent state.
Backups

The overvier shows backups that were recorded in the backup cataloz as suecessful. The backup at the top
15 estimated to have the shortest recovery time,

| »

Refreshl Show More |

Details of Selected Iten

Start Time: B017-07-22 01:08:52 Destination Type: FILE Source System: ALl
Size; 15,55 GB Backup ID: 1500656932006 External Backup ID: n.a.
Backup Name: {hana/backup/ datafALL/CONPLETE_DATA BACKUP

Klternative Location:q

Check ﬁwailability| 3

® { Back Hext Finish | Cancel |

Carefully check and set the file to the target type.
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B Recovery of System AL Jﬂﬂ

Other Settings

~Check Availability of Delts and Log Backups j

Tou can have the system check whether o1l required delta and log backups are availsble at the beginning
of the recovery process. If delta or log backups are mizsing, they will be listed and the recovery
process w11l stop before any data 1s changed If you choose not to perform this check now, 1t will
still be performed but later, This may result in & significant loss of time 1f the complete recovery
must be repeated

Check the availability of delta and log backups:
WV File S}'stem‘sl

[* Third-Party Backup Tool (Backint)

~Imtialize Log Area

If you do net want to recover Loz segments residing in the log aves, seleet this eption. After the
recovery, the log entries will be deleted from the log area

[V Initielize Log hres B

~lze Delta Backups

Select this option 1f you want to perform & recovery using delta backups. If you choose to perforn &
recovery 1thout delta backups, only log backups w11l be uszed

IV Use Dielta Backups (Reconnended) -

~Install New License Koy

If you recover the database from a different system, the old license key will no longer be valid
Tow can;

- Select a new licenze key to install now

- Install & new license key manually after the database has been recovered

[" Install New License Key j

® {Back |

Bosh | taed |

Check the summary and click “Finish” to restore the SAP HANA database.
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Bl Becovery of System ALl ngﬂ

Review Recovery Settings

Review the recovery settings and choose 'Finish' to start the recovery. You can modify
the recovery settings by choosing ‘Back'.

| »

Systen Information

System: ALl
Host: 11.238. 146. 24
Version: 1.00.122. 05, 1481577062

Recovery Definition

Recovery Type; Point-in-Tine Recovery (Until Now)
Data Backup Location; {hanabackup/data/AL1

Log Backup Location! {usr/sap/ AL1HOB0O/ bacloup/ Log
Bacloup ID: 1500856332006

Initialize Log Ares; Teg

Check Availability of Delts and Log Backups: Yes

Uze Delta Backups: Tes

Configuration File Handling
& Caution

If you want to recover customer-specific configuration changes, you may need to make the changes
naally 1n the targst systen,

If you are perforning & recovery to g different system;

Hote that the target systen and the source system must have the same configwration. In partieular,
the number of database services with their own persiztency must be the same in both systems.

More Information SAP HANA Adninistration Guide

Show SAL Statement |
Y

Hext > Finsh Cancel |

After the restoration is complete, you can continue other operations and clear the backup
file from the /hana/backup/[SID]/* directory.

SAP HANA High Availability and Disaster
Recovery

- High Availability of Alibaba Cloud services
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- Global infrastructure
- Computing
- Storage
- Automatic Recovery
- SAP HANA High Availability solutions supported by Alibaba Cloud
- Auto-Restart Service
- Host Auto-Failover
- HANA System Replication (HSR)
- SAP HANA Backup and Restore
- About Storage Replication
- High Availability and Disaster Recovery solutions for SAP HANA on Alibaba Cloud
- ECS Automatic Recovery
- HSR
- HSR & secondary node as development and test
- HSR & secondary node with data preload
- ECS Automatic Recovery & SAP HANA backup and restore
- Triggering HSR Takeover
- SAP HANA client redirection
- References

High Availability of Alibaba Cloud services

Global infrastructure

Region and zone

Alibaba Cloud infrastructure is distributed in different regions and zones around the world. A region
is a physical location in the world where Alibaba Cloud infrastructure is deployed. In most cases, a
region contains multiple zones. You can deploy your SAP system on Alibaba Cloud infrastructure that
is closest to your users to meet the legal or other business requirements. Regions are isolated from
each other. Alibaba Cloud does not automatically synchronize your resources across regions.

A zone is a data center with independent power grids and networks in the same region. Zones can
provide your production systems and databases on Alibaba Cloud with higher availability, fault
tolerance performance and better scalability.

Alibaba Cloud services run in 29 zones within 14 regions around the world. For details about Alibaba
Cloud regions and zones, refer to Regions and Zones.

High availability through multiple zones

Based on Alibaba Cloud’ s many years of experience on cloud computing services, customers who
care about application availability and performance can deploy their applications in multiple zones
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within the same region for better fault tolerance and lower network latency.

Within the same region, zones can intercommunicate with each other through the intranet to
implement fault isolation. This architecture enables you to deploy applications in different zones
within the same region. In this case, the system implements failover between different zones without
human intervention when applications encounter problems.

Continuity improvement through cross-region data synchronization

Block storage (cloud disk) on Alibaba Cloud supports the automatic replication of your data within
the zone. It prevents unexpected hardware faults from causing data unavailability and protects your
services against component faults. In addition, you can store your services in OSS and synchronize
data in different regions to realize data redundancy.

Computing

ECS is one of the core services of Alibaba Cloud. It enables you to deploy an ECS instance within
minutes to meet your computing requirements in real time, along with a variety of basic components
such as CPUs, memories, operating systems, and IP addresses.

In Alibaba Cloud Management Console, you can deploy your applications on different operating
systems and manage network access permissions. From the console, you also can easily use more
storage features, such as automatic snapshots. An automatic snapshot enables you to rapidly copy
and replicate an ECS instance, which is efficient for you to test a new feature or operating system. For
details, refer to ECS.

Storage

Block Storage (cloud disk) is a low-latency, persistent, and high-reliability random block-level data
storage service provided by Alibaba Cloud to ECS users. You can attach multiple cloud disks to an
ECS instance to permanently store data. You can also format the cloud disk that is attached to an ECS
instance, create a file system, and store data in the cloud disk. Different service scenarios have
different requirements on the I/O performance. Therefore, Alibaba Cloud provides different types of
cloud disks that can be used alone or in combination as required. Within the same zone, three copies
of data on the cloud disk are automatically stored in different locations to maximize data security. At
the same time, you can use the cloud disk snapshot to store and restore your cloud disk. You can also
configure the automatic snapshot policies for your cloud disk as required. For details, refer to Disk.

OSS is a simple and low-cost storage service provided by Alibaba Cloud. It can be used to backup
and archive data for a long term on Alibaba Cloud. Files stored in OSS can be securely accessed in
any place from around the world. OSS guarantees the data reliability of up to 99.99999999%, which is
a perfect fit for data storage for global teams and international projects. OSS provides the cross-
region data replication feature that allows you to synchronize data in different regions in real time.
For the SAP solution, OSS can be used to store database backup and SAP archive files for a long term.
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For details, refer to OSS.

Automatic Recovery

The Automatic Recovery feature is used to improve the high availability of ECS. If the physical
machine where ECS instances are deployed is shut down due to abnormal performance of the
underlying physical machine or other causes, protective migration is initiated to migrate the affected
ECS instances to another physical machine with normal performance. The instance IDs, private IP
addresses, EIPs, and metadata of the ECS instances remain unchanged.

At the same time, Alibaba Cloud sends an Email to users whose services are affected. To effectively
use the Automatic Recovery feature of ECS to improve the high reliability of the SAP HANA running
environment, it is recommended that you set SAP HANA of the ECS instance to automatically start
after system startup. For details about Automatic Recovery of ECS, refer to Automatic recovery of ECS
instance FAQs.

NOTE: The Automatic Recovery feature is applicable only to the ECS instances to which cloud disks
are attached. For ECS instances using ephemeral disks, after the Email is sent, Alibaba Cloud customer
service specialists will contact the instance owner immediately for further actions.

SAP HANA High Availability solutions supported by
Alibaba Cloud

Auto-Restart Service

When an SAP HANA service, such as Index Server or Name Server, stops due to program crash or
intervention by an administrator, SAP HANA automatically restarts the monitoring program to detect
the stopped service and restart it. During the restart, the service loads data into the memory and
resumes its functions. Auto-Restart Service takes some time to restore data security.

Auto-Restart Service of SAP HANA works the same way on Alibaba Cloud as it works on any other
platform.

Host Auto-Failover

Host Auto-Failover is an N+m node recovery solution provided by SAP. One node or multiple nodes
can be configured to work in standby mode and added to a single node or a distributed SAP HANA
system. The nodes in standby mode do not store any data and accept any request or query.

When a worker node fails, a standby node in the system automatically takes over its work. As the
standby node may take over operations from any of the worker nodes, it needs to access data of all
databases. This can be achieved by shared network storage (NFS) or with any storage connector APL
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Alibaba Cloud suggests that you fully use the Automatic Recovery feature of Alibaba Cloud ECS. In
this case, when a failure occurs on the physical machine where your ECS instance is located, the ECS
instance is automatically migrated to another normal physical machine within the same zone. This
essentially provides you with a high-availability ECS instance without incurring any additional cost.
The ECS instance restored on the new physical machine is identical to the original one, including
storage, configurations, IP address, and instace ID. At the same time, you are advised to configure
SAP HANA to auto-start during system startup so that the HANA service is automatically restored
after your SAP HANA ECS instance is automatically recovered. After restart, it takes some time to load
data into the memory. The time required varies with the HANA data volume.

HANA System Replication (HSR)

HANA System Replication (HSR) is a high-availability and disaster recovery solution provided by SAP
HANA. After HSR configuration, the secondary node is usually configured as an exact copy of the
primary node.

The secondary node can be deployed near the primary node, setting up a rapid failover solution to
resolve the planned shutdown or to handle storage corruption or other failures on the primary node.
The secondary node can also be installed in a remote site to be used in a disaster recovery solution.
With HSR, you can choose many replication options, including synchronous, synchronous in-memory,
and asynchronous, depending on your recovery time objective (RTO) and recovery point objective
(RPO). For details about HSR, refer to How to perform system replication for SAP HANA.

HSR is fully supported on Alibaba Cloud. You can use it in combination with Alibaba Cloud zones to
help protect your data security. Generally, the network speed of the same zone within the same
region is faster. It is recommended that synchronous HSR be used within the same zone while
asynchronous HSR be used across the zones.

SAP HANA Backup and Restore

Although SAP HANA is an in-memory database, it stores all changes in the persistent storage system
to recover data and resume from power outages without any loss of data. To ensure that data can be
recovered after a disaster, it backs up data in the persistent storage system and logs in the database
to a remote location. For details about backup and restoration of the SAP HANA database, refer to
Backup and recovery - SAP HANA.

You can backup and restore the SAP HANA database on Alibaba Cloud, with the same operations as
on any other platforms. In addition, you can take advantage of secure, durable, highly scalable, and
cost-effective OSS, either by copying your HANA backup files to the OSS bucket or by taking
snapshots for the cloud disk that stores HANA backup files to help achieve disaster recovery.

About Storage Replication

SAP HANA hardware partners offer a storage-level system replication solution for SAP HANA, which
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replicates data, logs, or file systems in the SAP HANA database to a remote networked storage
system to restore the SAP HANA database with low RTO after a disaster.

However, Alibaba Cloud does not support Storage Replication.

High Availability and Disaster Recovery solutions for SAP
HANA on Alibaba Cloud

You need to select a high-availability and disaster recovery solution for your SAP HANA system on
Alibaba Cloud based on your business scenarios and importance. The core determination factors are
as follows:

- RPO: Used to determine the data loss volume.
- RTO: Used to determine the service unavailability period.

The following figure shows the related concepts.

Risk of Risk of System
Data Loss Downtime
Recovery Point Objective (RPO) Recovery Time Objective (RTO)
/
week day hour minute second second minute hour day  week
Backup & Async Sync High .
Restore Replication Replication Availability fotsie

The following table describes comparison of the RPO, RTO, and cost between different solutions.

Solution Cost RPO RTO

52



SAP

SAP Solutions

HSR $$ Low Medium

HSR & secondary
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Low Medium
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Low Low

ECS Automatic
Recovery + SAP
HANA backup and
restore

A

Medium High

ECS Automatic Recovery

Generally, you can leverage the ECS Automatic Recovery feature to restore the SAP HANA ECS
instance on another physical machine within the same zone when underlying physical hardware is
impaired. When a zone failure occurs, you can refer to the following cross-zone solutions to protect
data in your SAP HANA database.

HSR

You can deploy a primary node of SAP HANA in zone A, a secondary node in zone B, and HSR
between the two nodes. As HSR is used, data changes on the primary node of SAP HANA will be
constantly copied to the secondary node. When the primary node in zone A is unavailable, you can
immediately restore the entire HANA instance on the secondary node in zone B.

NOTE: In this scenario, you need to configure HSR to work in asynchronous mode. Therefore,
performance of the primary node will not be affected due to waiting for the synchronous feedback
from the secondary node.
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If this option is disabled, data synchronized to the secondary node will not be loaded to the memory
in the secondary node. That means you can select an ECS instance with low-end configurations for
the secondary node to reduce the total O&M cost. During a failover, you can change the ECS instance
type of the secondary node to be the same as that of the primary node. Once the SAP HANA system
is fully restored on the secondary node, you can redirect the HANA access from the client to the slave

node.

HSR & secondary node as development and test

Based on HSR of SAP HANA, you can fully take advantages of your secondary node to further reduce
the total O&M cost. Generally, the ECS instance type of the secondary node can be the same as that
of the primary node. Besides taking the secondary node for production environment backup, you also
can use it for your HANA development and test environment.

During a failover, the HANA instance of the secondary node provides services for the entire HANA
database. At this time, you need to disable the HANA development and test environment on the
secondary node, and release the used resources for the HANA production environment. Once the

SAP HANA system runs normally on the secondary node, you can redirect the HANA access from the

client to the secondary node.
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As mentioned above, HSR has a configuration option: Secondary node preload.
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If this option is enabled, data synchronized to the secondary node will be immediately loaded to the
memory in the secondary node. The advantage is that your secondary node needs less time to enable
the HANA system to run normally. However, this solution requires that the ECS instance type of the
secondary node must be the exactly same as the primary node.
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ECS Automatic Recovery & SAP HANA backup and restore

You can use a custom image to rebuild an ECS instance with the same type as the existing one in
another zone (for example, zone B in the following figure), and copy the backup files of the SAP
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HANA database from the OSS bucket stored in another region to the cloud disk which is attached to
the new ECS instance. Once the backup files are copied to the cloud disk, you can use the SAP HANA

restore feature to restore the SAP HANA database on the new ECS instance. After the SAP HANA

database runs normally on the new ECS instance, you can switch the HANA access from the client to
the new instance.
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database and copy the backup files to OSS.

Triggering HSR Takeover

0SS

Region 2

To start the SAP HANA disaster recovery, you need to trigger the takeover proce