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Working principles
Operation procedure

Procedure

To create a complete Auto Scaling solution, complete the following steps:
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1. Create a scaling group. Configure the minimum and maximum number of ECS instances in

the scaling group, and select the associated Server Load Balancer and RDS instances.

2. Create scaling configuration. Configure the ECS instances attributes for Auto Scaling, such
as Image ID and Instance Type.

3. Enable the scaling group with the scaling configuration created in Step 2.

4. Create a scaling rule. For example, add N ECS instances.

5. Create a scheduled task. For example, to trigger the scaling rule created in Step 4 at 12:00
AM.

6. Create an alarm task (CloudMonitor API PutAlarmRule). For example, to add 1 ECS instance
when the average (it can also be max or min) CPU usage is greater than or equal to 80%.

Workflow
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Workflow

The following diagram shows the Auto Scaling workflow.
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After a scaling group, scaling configuration, scaling rule, and scaling trigger task are created, the
system executes the following process (in this example, ECS instances are added):

The task triggers a scaling activity according to the trigger condition.

- The CloudMonitor task monitors the performance of ECS instances in the scaling
group in real time and triggers the request for executing a scaling rule based on
the configured alarm rules. For example, when the average CPU usage of all ECS
instances in the scaling group exceeds 60%.

- The scheduled task triggers the request for executing a scaling rule at the specified
time.

- The custom task triggers the request for executing a scaling rule based on the
monitoring system and alarm rules. For example, the number of online users or the
job queue.

- Health check tasks regularly check the health status of the scaling group and its
ECS instances. If an ECS instance is found to be unhealthy (not in running status),
the health check task triggers a request to remove the ECS instance from the

group.

The system triggers a scaling activity through the ExecuteScalingRule interface and specifies
the scaling rule to be executed by its unique Alibaba Cloud resource identifier (ARI) in this
interface.
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If a custom task needs to be executed, you must have the ExecuteScalingRule interface
called in your program.

The system obtains information about the scaling rule, scaling group, and scaling
configuration based on the scaling rule ARI entered in Step 2 and creates a scaling activity.

i. The system uses the scaling rule ARI to query the scaling rule and scaling group,
computes the number of ECS instances to be added, and configures the Server
Load Balancer and RDS instances.

ii. According to the scaling group, the system queries the scaling configuration to
determine the correct parameters (CPU, memory, bandwidth) to use when
creating new ECS instances.

iii. The system creates scaling activity based on the number of ECS instances to be

added, the ECS instance configuration, and the Server Load Balancer and RDS
instance configurations.

During the scaling activity, the system creates ECS instances and configures Server Load
Balancer and RDS instances.

i. The system creates the specified number of ECS instances based on the instance
configuration.

ii. The system adds the intranet IP addresses of the created ECS instances to the
whitelist of the specified RDS instance and adds the created ECS instances to the
specified Server Load Balancer instance.

After the scaling activity is completed, the system starts the cool-down function for the

scaling group. The cool-down time must elapse before the scaling group can execute any
new scaling activity.

Considerations

Scaling rules

When you run and compute a scaling rule, the system can automatically adjust the number of ECS
instances according to the MaxSize value and the MinSize value of the scaling group. For example, if
the number of ECS instances is set to 50 in the scaling rule, but the MaxSize value of the scaling
group is set to 45, we compute and run the scaling rule with 45 ECS instances.
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Scaling activity

Only one scaling activity can be executed at a time in a scaling group.

A scaling activity cannot be interrupted. For example, if a scaling activity to add 20 ECS
instances is being executed, it cannot be forced to terminate when only five instances have
been created.

When a scaling activity fails to add or remove ECS instances to or from a scaling group, the
system maintains the integrity of ECS instances rather than the scaling activity. That is, the
system rolls back ECS instances, not the scaling activity. For example, if the system has
created 20 ECS instances for the scaling group, but only 19 ECS instances are added to the
Server Load Balancer instance, the system only releases the failed ECS instance.

Since Auto Scaling uses Alibaba Cloud’ s Resource Access Management (RAM) service to
replace ECS instances through ECS AP, the rollback ECS instance is still charged.

Cool-down time

During the cool-down time, only scaling activity requests from CloudMonitor alarm tasks are
rejected by the scaling group. Other tasks, such as manually executed scaling rules and
scheduled tasks, can immediately trigger scaling activities without waiting for the cool-down
time to expire.

The cool-down time starts after the last ECS instance is added to or removed from the
scaling group by a scaling activity.

Usage notes

Removal policies
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Removal policies

There are two types of removal policies: default policy and custom policy.

Default removal policy

This policy first performs level-1 instance screening on the ECS instances created according to the
oldest scaling configuration (OldestScalingConfiguration), and then performs level-2 screening on the
oldest ECS instances (OldInstances).

This policy first selects the ECS instances created according to the oldest scaling
configuration (OldestScalingConfiguration) of the scaling group, and then selects the oldest
ECS instance (OldestInstance) from these ECS instances. If more than one oldest ECS instance
is found, one of them is selected at random and removed from the scaling group.

Manually added ECS instances are not first selected for removal because they are not
associated with any scaling configuration.

If all ECS instances associated with the scaling configuration have been removed, but more
instances still need to be removed from the scaling group, this policy selects the instance
that was manually added earliest.

Custom release policy

You can set multiple policies to select and remove ECS instances successively from the scaling group.

Release policy types

OldestInstance: This policy selects the ECS instance that was created earliest. As level-1
screening, the policy selects the earliest ECS instance, either created manually or
automatically.

NewestInstance: This policy selects the ECS instance that was created most recently. As level-
1 screening, the policy selects the newest ECS instance, either created manually or
automatically.

OldestScalingConfiguration: This policy selects the instance created according to the oldest
scaling configuration and skips over manually added instances. However, if all ECS instances
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associated with scaling configurations have been removed, but more instances still need to
be removed from the scaling group, this policy randomly selects a manually added ECS
instance (an instance not associated with any scaling configuration).

ECS instance lifecycle

ECS instance lifecycle management

There are two types of ECS instances: automatically created and manually added instances.

Automatically created ECS instances

Automatically created ECS instances are automatically created according to scaling configuration and
rules.

Auto Scaling manages the lifecycle of this ECS instance type. It creates ECS instances during scale-up
and stops and releases them during scale-down.

Manually added ECS instances

Manually added ECS instances are manually attached to a scaling group.

Auto Scaling does not manage the lifecycle of this ECS instance type. When this ECS instance is
removed from a scaling group, either manually or as the result of a scaling-down activity, Auto
Scaling does not stop or release the instance.

Instance statuses

During its lifecycle, an ECS instance is in one of the following states:

- Pending: The ECS instance is being added to a scaling group. For example, Auto Scaling
creates the ECS instance and adds it to the Server Load Balancer instance, or to the RDS
access whitelist.

- InService: The ECS instance has been added to a scaling group and is functioning correctly.

- Removing: The ECS instance is being removed from a scaling group.
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Instance health statuses

An ECS instance may be in the following health conditions:

- Healthy
- Unhealthy

ECS instances are regarded as unhealthy when they are not running. Auto Scaling automatically
removes unhealthy ECS instances from scaling groups.

Note: Auto Scaling only stops and releases automatically created unhealthy instances. It does not
stop and release manually added ones.

Cool-down time

Cool-down time

Cool-down time refers to a period during which Auto Scaling cannot execute any new scaling activity
after another scaling activity is executed successfully in a scaling group.

During cool-down time, the scaling activity requests from CloudMonitor alarm tasks are
rejected. Other tasks, such as manually executed scaling rules and scheduled tasks, can
immediately trigger scaling activities without waiting for the cool-down time to expire.

During cool-down time, only the corresponding scaling group is locked. Scaling activities set
for other scaling groups can be executed.

When the cool-down time specified by the scaling rule and the default cool-down
time for the scaling group overlap, the former takes precedence over the latter.

When more than one instance is added to or removed from a scaling group, the
cool-down time starts after the last instance is added to or removed from the
scaling group.

As long as a scaling activity adds or removes one or more ECS instances, the cool-
down time begins when the last ECS instance is added or removed.
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If a scaling activity does not successfully add or remove any ECS instances, the cool-
down time will not start.

After a scaling group is re-enabled after being disabled, the cool-down time is no longer in
effect. For example, if a scaling activity is completed at 12:00 PM and the cool-down time is
15 minutes, the scaling group is then disabled and re-enabled, and the cool-down time is no
longer in effect. If a request for triggering a scaling activity is sent at 12:03 PM from the
CloudMonitor, the requested scaling activity is executed immediately.

Scaling group statuses

Scaling group statuses

A scaling group has three statuses: Active, Inactive, and Deleting

Status OpenAPI indicator
Creating Inactive

Created Inactive

Enabling Inactive

Running Active

Disabling Inactive

Stopped Inactive

Deleting Deleting

Scaling activity process

Scaling activity process

A scaling activity’ s lifecycle starts with determining the scaling group’ s health status and boundary
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conditions and ends with enabling the cool-down time.

Automatic scaling

Scaling up

© 00 N o 0o~ WN P

. Determine the scaling group’ s health status and boundary conditions.

. Allocate the activity ID and execute the scaling activity.

. Create ECS instances.

. Modify Total Capacity.

. Allocate IP addresses to the created ECS instances.

. Add the ECS instances to the RDS access whitelist.

. Launch the ECS instances.

. Attach the ECS instances to the Server Load Balancer and set the weight to 0.
. Wait 60s and then set the weight to 50.

10. Complete the scaling activity, and enable the cool-down time.

Scaling down
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. Determine the scaling group’ s health status and boundary conditions.

. Allocate the activity ID and execute the scaling activity.

. The Server Load Balancer stops forwarding traffic to the ECS instances.

. Wait 60s and then remove the ECS instances from the Server Load Balancer.
. Disable the ECS instances.

. Remove the ECS instances from the RDS access whitelist.

. Release the ECS instances.

. Modify Total Capacity.

. Complete the scaling activity, and enable the cool-down time.

Manually add or remove an existing ECS instance

Manually add an existing ECS instance

1.
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Determine the scaling group’ s health status and boundary conditions, and check the ECS
instance’ s status and type.

. Allocate the activity ID and execute the scaling activity.

. Add the ECS instance.

. Modify Total Capacity.

. Add the ECS instance to the RDS access whitelist.

. Attach the ECS instance to the Server Load Balancer and set the weight to 0.
. Wait 60ss and then set the weight to 50.

. Complete the scaling activity, and enable the cool-down time.
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ally remove an existing instance

. Determine the scaling group’ s health status and boundary conditions.

. Allocate the activity ID and execute the scaling activity.

. The Server Load Balancer stops forwarding traffic to the ECS instance.

. Wait 60s and then remove the ECS instance from the Server Load Balancer.
. Remove the ECS instance from the RDS access whitelist.

. Modify Total Capacity.

. Remove the ECS instance from the scaling group.

. Complete the scaling activity, and enable the cool-down time.

Scaling activity statuses

Scaling activity statuses

A scaling activity is in the Rejected state if the request for execution is rejected.

A scaling activity is in the In Progress state if it is being executed.

After a scaling activity is completed, there are three possible states:

Successful: The scaling activity has successfully added or removed the ECS instances to or
from the scaling group as specified by the MaxSize value or the MinSize value adjusted by
the scaling rule.

Note: When an ECS instance is successfully added to a scaling group, it has been created and
added to the Server Load Balancer instance and the RDS access whitelist. If any of the above
steps fail, the ECS instance is considered “failed” .

Warning: The scaling activity fails to add or remove at least one ECS instance to or from the
scaling group as specified by the MaxSize value or the MinSize value adjusted by the scaling
rule.

Failed: The scaling activity fails to add or remove any ECS instance to or from the scaling
group as specified by the MaxSize value or the MinSize value adjusted by the scaling rule.

10
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Example

A scaling rule is defined to be added 5 ECS instances. The existing Total Capacity of the scaling group
is 3 ECS instances, and the MaxSize value is 5 ECS instances. When the scaling rule is executed, Auto
Scaling adds only 2 ECS instances as specified by the MaxSize value. After the scaling activity is
completed, there are three possible states:

- Successful: 2 ECS instances are created successfully and correctly added to the Sever Load
Balancer instance and the RDS access whitelist.

- Warning: 2 ECS instances are created successfully, but only one is correctly added to the
Sever Load Balancer instance and the RDS access whitelist. The other one failed, and is rolled
back and released.

- Failed: No ECS instances are created. Or 2 ECS instances are created successfully, but neither
are added to the Server Load Balancer instance or the RDS access whitelist. Both are rolled
back and released.

Instance rollback resulting from a scaling
activity failure

Instance rollback resulting from a scaling
activity failure

When a scaling activity fails to add one or more ECS instances to a scaling group, the failed ECS
instances are rolled back. The scaling activity is not rolled back.

For example, if a scaling group has 20 ECS instances, out of which 19 instances are added to the
Server Load Balancer instance, only the one ECS instance that fails to be added is automatically
released.

Auto Scaling uses Alibaba Cloud’ s Resource Access Management (RAM) service to adjust the
resources of ECS instances through ECS Open APIs. Therefore, API usage fees apply.

Remove an unhealthy ECS instance

11
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Remove an unhealthy ECS instance

After an ECS instance has been successfully added to a scaling group, the Auto Scaling service
regularly scans its status. If the ECS instance is not in the running state, Auto Scaling removes the ECS
instance from the scaling group.

- If the ECS instance was created automatically, Auto Scaling immediately removes and
releases it.

- If the ECS instance was added manually, Auto Scaling immediately removes it, but does not
stop or release it.

The removal of unhealthy ECS instances is not restricted by the MinSize value. If, due to removal, the
number of ECS instances (Total Capacity) in the scaling group is smaller than the MinSize value, Auto
Scaling automatically adds ECS instances to the group until the number of instances reaches the
MinSize value.

Notification

Notification

A text message or email is sent when a scaling activity meets either of the following conditions:

- The scaling activity is triggered by a scheduled task, CloudMonitor alarm task, or health
check.

- An ECS instance has been created or released.

Forced intervention

Forced intervention

Auto Scaling does not prevent users from performing forced interventions, such as deleting

12
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automatically created ECS instances from the ECS console. Auto Scaling handles forced interventions

in the following ways:

Resource

ECS

ECS

Server Load Balancer

Sever Load Balancer

Server Load Balancer

Server Load Balancer

Forced intervention types

An ECS instance is deleted
from a scaling group
through the ECS console or
OpenAPL

The ECS OpenAPI
permissions are revoked
from Auto Scaling.

An ECS instance is removed
from a Server Load Balancer
instance by force through
the Server Load Balancer
console or OpenAPL

A Server Load Balancer
instance is deleted (or its
health check function is
disabled) by force through
the Server Load Balancer
console or OpenAPL

A Server Load Balancer
instance becomes
unavailable (due to overdue
payment or a fault).

The Server Load Balancer
OpenAPI permissions are
revoked from Auto Scaling.

13

Solutions

Auto Scaling determines if
the ECS instance is in an
unhealthy state through
Health check, and if so,
removes the instance from
the scaling group. The ECS
instance’ s intranet IP
address is not automatically
deleted from the RDS access
whitelist. When the number
of ECS instances (Total
Capacity) in the scaling
group is smaller than the
MinSize value, Auto Scaling
automatically adds ECS
instances to the group until
the number of instances
reaches the MinSize value.

All scaling activity requests
are rejected.

Auto Scaling does not
automatically detect this
action or handle such an
exception. The ECS instance
remains in the scaling group,
but is released if it was
selected according to the
removal policy of a scale-
down activity.

No ECS instance is added to
the scaling group that has
been added to the Server
Load Balancer instance.
Scaling tasks can trigger
scaling rules to remove ECS
instances from the scaling
group. ECS instances
deemed unhealthy by the
health check function can
also be removed.

All scaling activities fail,
except for activities that are
manually triggered to
remove ECS instances.

Auto Scaling rejects all
scaling activity requests for
the scaling groups added to
the Server Load Balancer

User Guide
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RDS

RDS

RDS

RDS

The IP address of an ECS
instance is removed from an
RDS whitelist through the
RDS console or OpenAPL

An RDS instance is deleted
by force through the RDS
console or OpenAPL

An RDS instance becomes
unavailable (due to overdue
payment or a fault).

The RDS OpenAPI
permissions are revoked
from Auto Scaling.

Quantity restrictions

At present, the quantity limits of Auto Scaling are as follows:

You can create up to 20 scaling groups.

14

instance.

Auto Scaling does not detect
this action automatically or
handle such an exception.
The ECS instance remains in
the scaling group. If this
instance is selected
according to the removal
policy of a scale-down
activity, it is released.

The scaling group that
configured the RDS instance
will no longer add ECS
instances. No ECS instance is
added to the scaling group
that has been added to this
RDS instance. Scaling tasks
can trigger scaling rules to
remove ECS instances from
the scaling group. ECS
instances determined to be
unhealthy by the health
check function can also be
removed.

All scaling activities fail
except for those manually
triggered to remove ECS
instances.

Auto Scaling rejects all
scaling activity requests for
the scaling groups added to
the RDS instance.

- Up to 10 scaling configurations can be created for a scaling group.
- Up to 50 scaling rules can be created for a scaling group.

- Up to 6 event notifications can be created for a scaling group.

- Up to 6 lifecycle hooks can be created for a scaling group.

You can scale up to 1,000 ECS instances for all scaling groups in all regions. This restriction
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applies to the ECS instances automatically created, but does not apply to those manually
added.

You can create up to 20 scheduled tasks.

Scaling configurations

Create a scaling configuration

Auto Scaling automatically adds ECS instances into Auto Scaling groups according to the conditions
you set when demands for your instances increase. In Create Scaling Configuration, you can specify

the options of the ECS instances listed.
Scing Conturatn

You can have up to 10 scaling configurations in a single scaling group.

Scaling Configuration ~ Tags  instance types Status  Image Broadband Biling  System Disk Type  Data Disk ~ Key Pairs
O win2016-yk W ecscSlarge (2vepu 4GB) Active  Windows Server 2016 $UB/MR 64T PayByTraffic Efficient cloud disk - - View Details | Dele

» ecs.t5-lc2mi.nano (vcpu 512MB)  Inactive  CentOS 7.4 644 PayByTraffic Efficient cloud disk - - View Details | Use | Delete

Note:

- You cannot modify a scaling configuration once it is created. You can replace it with a
new configuration if needed, you must update it with the new scaling configuration.

- ECS instances created by the replaced scaling configuration work as usual.

- You can create up to 10 scaling configurations for one Auto Scaling group, and only
one scaling configuration can be at the Activated status. You can use certain scaling
configuration according to your needs.

Create a scaling configuration by using the console

Log on to the Auto Scaling console.
Select a Scaling Group.

On the navigation pane, select Scaling Configuration, then click Create Scaling

15
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Configuration.

< test S reesn
Basic Info

You can have up to 10 scaling configurations in a single scaling group.

tatus  Image Broadband Billing

1 102448 ecsnl.ting Active  alinu_7_01_64_40G_base_20170310.vhd PayByTraffic Efficient cloud disk View Details | Delete

Tota: 1 item(s), Per Page: 10 tem(s) RN

On the Create Scaling Configuration page, enter a name for this scaling configuration.

Select an option for each of the listed parameters on the page.

Note:

- For Image Type, if you want functions like the automatic start of your Web server, or the
automatic download of code and scripts, select Custom Image.

- If you want to include CloudMonitor triggered alarms in your overall solutions of Auto
Scaling, You can install CloudMonitor Agent on the ECS instance.

View a scaling configuration

You can view a scaling configuration.
Scaling configurations have the following life cycle status:

- Active: The scaling group uses the scaling configuration in active status to create ECS
instances.

- Inactive: Inactive scaling configurations are still in a scaling group, but are not used to create
ECS instances.

Procedure

1. On the Scaling Group List page, click Manage next to the group to be managed.

On the Scaling Configuration page, click View Details.

16
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0S 7.4 64 Loadbalancer Weight:50

Public bandwidth:PayByTraffic Bandwidth/Peak Bandwidth:- M

System disk : Efficient cloud disk40G

KKKKKKKKK

Delete scaling configuration

Delete scaling configuration

You can delete scaling configuration.
Note:

- Active scaling configuration cannot be deleted.
- If any ECS instances still used for a scaling group and are created according to the scaling
configuration, the scaling configuration cannot be deleted.

Scaling groups

Create a scaling group

Create a scaling group

A scaling group is a collection of ECS instances with similar configuration deployed in an application
scenario. It defines the maximum and minimum number of ECS instances in the group, associated

17
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Server Load Balancer and RDS instances, and other attributes.

See Removal policies to remove an ECS instance from a scaling group.
Parameter description
This operation creates a scaling group according to input parameters.

MaxSize and MinSize define the maximum and minimum number of ECS instances in the
scaling group.

When the number of ECS instances (Total Capacity) in the scaling group is smaller
than the MinSize value, Auto Scaling adds ECS instances to the group until the
MinSize value is reached.

When the number of ECS instances (Total Capacity) in the scaling group is greater
than the MaxSize value, Auto Scaling removes ECS instances from the group until
the MaxSize value is reached.

DefaultCooldown specifies the default cool-down time for the scaling group.

During the cool-down time after a scaling activity (adding or removing ECS
instances) is executed, the scaling group cannot execute any other scaling activity.

Currently, this only applies to the scaling activities triggered by the alarm tasks of
CloudMonitor.

RemovalPolicy determines how ECS instances should be removed from the scaling group
when multiple candidates for removal exist.

Considerations for working with Server Load Balancer

If a Server Load Balancer instance is specified for a scaling group, Auto Scaling automatically
adds the ECS instances to the Server Load Balancer instance while adding them to the
scaling group.

You must enable the specified Server Load Balancer instance.

You must enable the health chech for all listener ports of the Server Load Balancer instance.

18
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Otherwise, the scaling group creation will fail.

The default weight of ECS instances added to a Server Load Balancer instance is 50.

Considerations for working with RDS

If an RDS instance is specified for a scaling group, the scaling group adds the intranet IP addresses of
the ECS instances in the group to the specified RDS instance’ s access whitelist.

The specified RDS instance must be in the running state.
The specified RDS instance’ s access whitelist must have room for more IP addresses.

The scaling group does not take effect immediately after creation. It must be enabled to
trigger scaling rules and execute scaling activities.

Restrictions

The scaling group, Server Load Balancer instance, and RDS instance must be in the same
region.

You can create 20 scaling groups at most.

Procedure

On the Scaling Group List page, click Create Scaling Group.

Products > Q Message [{88  Billing Management Support IcP Documentation alix***@service.aliyun.com Englis
Auto Scaling Scaling Group List  China North 1 (Qingdao) ~ China North 2 (Beijing)  China East 1 (Hangzhou) [EIESISESICERNEY]
China South 1 (Shenzhen) Hong Kong  Asia Pacific NE 1 (Japan) Singapore  Asia Pacific SE 2 (Sydney)
Scaling Groups
US East 1 (Virginia) US West 1 (Silicon Valley) Middle East 1 (Dubai)  Germany 1 (Frankfurt)
~ Scaling Tasks
Scheduled Tasks
Event-Triggered Task..
* Help
Quick Start TestSealingGroup  Disable 0 1 5 300 Manage | Modify | Add scaling
Db - configuration Delete
FAQs

On the Create Scaling Group page, enter the Scaling Group Name.

19
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Create Scaling Group

*Scaling Group Name :

*Maximum Number of Instances
Allowed for Scaling (Unit)

*Minimum Number of Instances | 1
Allowed for Scaling (Unit)

*Default Cool-down Time (Sec) 300

Removal Palicy @ :  Firstly filter | The instance witt v | Thenfilter = Oldest instance v in the result

How can I ensure that a manually added ECS instance will not be removed from the scaling group?
Network Type: @ VPC
Create a VPC network

Server Load Balancer Select Server Load Balancer Manage my Server Load Balancer

Database @ : Select Database Manage my RDS

Cancel

Enter the Maximum Number of Instances Allowed for Scaling (Unit) and Minimum Number

of Instances Allowed for Scaling (Unit). If they are set to 1, an ECS instance is created
automatically upon the creation of the scaling solution.

Enter the Default Cool-down Time(Sec), Removal Policy and Network Type.

Select the Sever Load Balancer and RDS database instances as needed.

Click Submit.

Query a scaling group

Query a scaling group

You can query a scaling group’ s information.

Scaling groups have the following life cycle states:

- Active: The scaling group can receive requests to execute scaling rules and trigger scaling
activities.

20
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- Inactive: The scaling group cannot receive any requests to execute scaling rules.
- Deleting: The scaling group is being deleted and cannot receive any requests to execute
scaling rules.

Procedure

On the Scaling Groups page, click Manage next to the scaling group to query a scaling group.

Modify a scaling group

You can modify the attributes of a scaling group after it is created.
Note the following attributes cannot be modified:

- Region
- Server Load Balancer
- RDS database instance

This operation can be executed only for scaling groups in active or inactive status.

If the number of ECS instances (Total Capacity) in the scaling group does not meet the new MaxSize
or MinSize settings, Auto Scaling adds or removes ECS instances to or from the group until the
MaxSize or MinSize value is reached.

Procedure

On the Scaling Groups List page, click Modify next to the scaling group whose settings are
to be modified.

classic

Enable  classic 1 1 1 300 Manage Disable | Delete

asg-
uf6f3xewn3dvzabsy7rl

On the Modify Scaling Group page, modify the group’ s settings as needed.

21
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Modify Scaling Group

*Scaling Group Name : | classic

*Maximum Number of Instances | 1
Allowed for Scaling (Unit)

*Minimum Number of Instances | 1
Allowed for Scaling (Unit)

*Default Cool-down Time (Sec) @ : | 300

Removal Policy Firstly filter = The instance withth v Then filter | Oldest instance ¥ inthe result
How can I ensure that a manually added ECS instance will not be removed from the scaling group?
VPC : vsw-uferxOhd8zsnp33irkwy7
Multiple Zone Scaling Policy Priority Policy
Server Load Balancer

Database

Caneel

Enable a scaling group

Enable a scaling group

You can enable a scaling group so that, if the existing number of ECS instances is less than the
MinSize value of an enabled (Active) scaling group, Auto Scaling creates Pay-As-You-Go ECS
instances until the MinSize value is reached.

For example, if MinSize is set to 5 during the creation of a scaling group, and the group has only 2
ECS instances when enabled, Auto Scaling creates 3 ECS instances to add to the group.

You can only enable inactive scaling groups with active scaling configurations.

A single scaling group can have one active scaling configuration at a time.

Procedure

On the Scaling Group List page, click Enable next to the scaling group to enable a scaling group.

Disable a scaling group
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Disable a scaling group

You can click Disable to disable a scaling group.

- A scaling group can be disabled only when it is not executing any scaling activity.
- This operation can only be executed for active scaling groups.

Delete a scaling group

Delete a scaling group

You can delete a scaling group.

The ForceDelete attribute indicates whether to forcibly delete a scaling group and remove and
release ECS instances if it has ECS instances, or if scaling activities are in progress.

- This attribute can only be viewed using OpenAPI.
- By default, a scaling group is deleted in ForceDelete mode from the console.

If ForceDelete is set to False, a scaling group must meet the following two conditions before being
deleted:

- Condition 1: The scaling group is not executing any scaling activity.
- Condition 2: The existing number of ECS instances (Total Capacity) in the scaling group is 0.

When the two conditions are met, the scaling group is stopped and deleted.
When ForceDelete is set to True:

1. Stop the scaling group so it rejects new scaling activity requests.

2. Wait until the ongoing scaling activities are completed.

3. Remove all ECS instances from the scaling group and delete the group. Manually added ECS
instances are removed from the scaling group, while ECS instances created by Auto Scaling
are automatically deleted.

Deleting a scaling group also deletes its scaling configurations, scaling rules, scaling activities, and
scaling requests.

However, deleting a scaling group does not delete scheduled tasks, CloudMonitor alarm tasks, Server
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Load Balancer instances, or RDS instances.

Procedure

1. On the Scaling Groups page, click Delete next to the scaling group to be deleted.
2. On the Delete Scaling Group page, click Confirm.

Scaling rules

Create a scaling rule

A scaling rule defines specific scaling actions; for example, adding or removing ECS instances. If, as a
result of executing a scaling rule, the number of ECS instances in a scaling group is less than the
MinSize value or greater than the MaxSize value, Auto Scaling automatically adjusts the number of
ECS instances to be added or removed. This occurs by executing the adjust scaling group instance
quantity to MinSize or MaxSize rules.

For example, a scaling group is created with MaxSize 3, Total Capacity is 2, and the scaling rule is Add
3 ECS instances. In this case, Auto Scaling only adds 1 ECS instance (the scaling rule will still be set to
Add 3 ECS instances, but the Adjust scaling group instance quantity to MaxSize rule will also be run).

Imagine a second scaling group, in which MinSize is 2, Total Capacity is 3, and the scaling rule is
Remove 5 ECS instances. Here, Auto scaling only removes 1 ECS instance (since the Adjust scaling
group instance quantity to MinSize rule will also be run).

Description
You can create a scaling rule according to input parameters.

If Adjusted Type is set to Adjust to Specified Total Capacity, the corresponding Adjusted
Value must be greater than or equal to 0.

If Adjusted Type is set to Percent Change In Capacity, Auto Scaling computes the number of
ECS instances to be added or removed by using the following formula: current number of
ECS instances (Total Capacity) * Adjusted Value/100, rounding the result to the nearest
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integer.

After a scaling activity is executed for a scaling group, the group is cooled down for the time
specified in the scaling rule. If not specified in the scaling rule, the Default cool-down time of
the scaling group is applied.

You can create up to 50 scaling rules for a single scaling group.

After a scaling rule is created, a unique scaling rule identifier (scaling rule ARI) is generated
and used in these OpenAPIs:

Set it in the ScalingRuleAri parameter of the ExecuteScalingRule interface, and you
can manually execute the scaling rule.

Set it in the ScheduledAction parameter of the CreateScheduledTask interface, and
you can schedule the execution of the scaling rule.

Set it in the AlarmActions parameter of the CloudMonitor PutAlarmRule interface,
and you can dynamically execute the scaling rule with the performance indicators.

Procedure

On the Scaling rule page, click Create scaling rule.

Basic Info
Action Create Action

jown Time

( Could not find any record that met the condition.

Enter the rule name and set the parameters.

In the Create Scaling rule dialog box, click Create Scaling rule. The new scaling rule will be
displayed on the Scaling rule page.
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Create Action

*Action: addi

ess.fm.tip.name
#Action Type: Change to vi3
instances ¥
A maximum of 100 servers are supported for
the "Increase” or "Decrease” options.
Otherwise, an error will be returned
"Adjusted to N" and "Increase or decrease by
N2&" can only trigger the scaling of 100
instances at once
Cool-down Time 600
(Sec):

Create Action Cancel

Modify, query, or delete a scaling rule

Modify, query, or delete a scaling rule

You can modify, delete, or query a scaling rule.

57 test_scaling_g...

Triggered tasks

Execute a scaling rule
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Execute a scaling rule

You can execute a scaling rule for a scaling group given the following conditions:

- The scaling group is active.
- The scaling group is not executing any scaling activity.

If no scaling activity is being executed for the scaling group, the scaling rule is executed directly
without waiting for the cool-down time.

A successful return indicates that Auto Scaling will shortly execute the scaling activity, but does not
mean the scaling activity will be successfully executed. Use the returned ScalingActivitylD to check
the status of the scaling activity.

Execution rules:

- If the number of ECS instances to be added by the scaling rule plus the number of existing
ECS instances in the group (Total Capacity) exceeds the MaxSize value, the Total Capacity is
adjusted to the MaxSize value.

- If the number of existing ECS instances in the scaling group (Total Capacity) minus the
number of ECS instances to be removed by the scaling rule is less than the MinSize value, the
Total Capacity is adjusted to the MinSize value.

Up to 1,000 ECS instances are supported for auto scaling for all scaling groups in all regions. This
restriction applies only to ECS instances that were automatically created, not those manually added.

Procedure

On the Scaling group management page, click Manage next to the group to be managed.

Click Scaling rule on the left side, and then click Execute next to the scaling rule to be

executed.
Click Confirm.
a7 test_scaling_g... © Refresn
-
carne . e ) v o
San
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Add an ECS instance

Add an ECS instance

You can add an ECS instance to a scaling group. There are two types of ECS instances: Subscription
and Pay-As-You-Go. The ECS instance to be added must meet the following conditions:

- The ECS instance is in the same region as the scaling group.
- The ECS instance is the type as specified in the active scaling configuration.
- The ECS instance is running.
- The ECS instance is not in any other scaling group.
- The ECS instance can be the classic type or VPC, but has the following restrictions:
- If the scaling group is the classic type, only classic type instances can be added.
- If the scaling group is the VPC type, only instances belonging to the same VPC can
be added.

To add an ECS instance, the scaling group must meet the following conditions:

- The scaling group is active.
- The scaling group is not executing any scaling activity.

When no scaling activity is being executed for the scaling group, adding an ECS instance is executed
directly without waiting for the cool-down time.

A successful return indicates that the Auto Scaling service will shortly execute the scaling activity, but
does not mean that the scaling activity will be successfully executed. Use the returned
ScalingActivityID to check the scaling activity status.

If the number of ECS instances to be added by the scaling rule plus the number of existing ECS
instances in the scaling group (Total Capacity) exceeds the MaxSize value, the operation fails.

Manually added ECS instances are not associated with the active scaling configuration in the scaling
group.

Procedure

On the Scaling group management page, click Manage next to the scaling group.

Click ECS instance list on the left side.
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Click Add existing instance.

a7 test_scaling_g... © Refresn
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@ Could ot find any record that met the condition.

Remove an ECS instance

Remove an ECS instance

You can remove an ECS instance from a specified scaling group.

- When an automatically created ECS instance is removed from a scaling group, the instance is
stopped and released.

- When a manually added ECS instance is removed from a scaling group, the instance is not
stopped or released.

The operation will succeed under the following conditions:

- The scaling group is active.
- The scaling group is not executing any scaling activity.

When no scaling activity is being executed for the scaling group, removing an ECS instance is
executed directly without waiting for the cool-down time.

A successful return indicates that the Auto Scaling service will shortly execute the scaling activity, but
it does not mean that the scaling activity will be successfully executed. Use the returned
ScalingActivityID to check the scaling activity status.

If the number of existing ECS instances in the scaling group (Total Capacity) minus the number of ECS
instances to be removed is less than the MinSize value, the operation fails.

Procedure

On the Scaling group management page, click Manage next to the scaling group.

29



Auto Scaling User Guide

Click ECS instance list on the left side.

Click Remove from scaling group and release next to the ECS instance to be removed.

< A7 test_scaling_g... & Retiesn
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Scheduled tasks

Create a scheduled task

Create a scheduled task

You can create up to 20 scheduled tasks according to input parameters.

If a scheduled task fails to trigger the execution of a scaling rule because the scaling group is
executing a scaling activity or the scaling group is disabled, the scheduled task is automatically
retried within the Launch Expiration Time. After the Launch Expiration Time expires, the scheduled
task is abandoned.

If multiple tasks are scheduled at similar times to execute the scaling rule of a scaling group, the
earliest task triggers the scaling activity first. Other tasks will attempt to execute the rule within their
Launch Expiration Time, but a scaling group executes only one scaling activity at a time. If another
scheduled task is still triggering attempts within its Launch Expiration Time after the scaling activity is
finished, the scaling rule is executed and the corresponding scaling activity is triggered.

If multiple tasks are scheduled at the same time, the latest scheduled task is executed.

Procedure
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Click Scheduled task under Auto-trigger task management to display the Scheduled Task
page.

‘Scaling group manage...
[ U Create scheduled tasic

¥ Auto-trigger task mana..
Scheduled task Scheduled task Description Status  Scaling group info Execution time Recurence  Recurrence end tme  Retry expiration time Operation

Scaling group-test scaling_group
Scaling rue:Scaling_rule

Alarm task schedule task d..  scheduletask  Stopped 2016-10-1422:48 IR 2016-11-122248 6008 Enable | Modfy | Delete

Tota 11tom(), Per Page: 10 temie) |« |« - )

Help

FAQs

Click Create scheduled task to display the Create Scheduled task dialog box.

Enter the task name.

Enter the execution time. If recurrence is not set, the task is executed once on the
designated date and time. Otherwise, this task is executed periodically at the specified time.

Enter the recurrence.

Select a scaling group and scaling rule to be triggered by the scheduled task.

Click Submit. The scheduled task is displayed on the Scheduled Task page.

CreateScheduled task

“Task name: scheduled_task_demo

The name must be 2-40 characters long. It must begin with
upper/lower-case letters, numbers or Chinese characters,
and may contain ".*, "_" or "-"

Description: The description of scheduled task

It must contain 2 characters at least
*Execution time &: 2016-09-28 19 129

*Sealing rule
ing Scaling group: | auto_scaling_demo H

Scaling rule  scaling_rule_demo

ar

Retry expiration time (sec) @: 600

* Recurrence settings
(advanced)

m Cance!

Modify, disable or delete a scheduled task
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Modify, disable or delete a scheduled task

You can modify, disable, or delete a scheduled task.

Procedure

Click Scheduled task under Auto-trigger task management to display the Scheduled task
page.

nnnnnnnnnnnn

Aarm task schedule task d..  scheduletask  Ruming  ooord FOUPIESLSCANG OO pg16 10 14 2.4 RIS 201611122248 6008
Soaling rue:Scaing e

Click Modify, Disable, or Delete next to the scheduled task and change it as desired.

Alarm tasks

Create an alarm task

Create an alarm task

You can create an alarm task according to input parameters. The alarm task names must be unique
within a user account. If an alarm task with the same name already exists, it will be overwritten with
the new values.

Procedure
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Modify, query, or delete an alarm task

> 01~ W

~

Click Alarm task under Auto-trigger task management to display the alarm task list page.

‘Scaling group manage...
ESLEEUM  Croate alarm tasic

¥ Auto-irigger task mana..
Scheduled task Alarm task Status  Monitor resource Statistical cycle  Scaling trigger rule Number of trigger rules Operation

View Detalls | Disable | Delete

Alarm task alarm_task_demo  Nommal  Scaling grouprtest_scaling_group 2Minutes CPUUsageAverageContinualTimes>=70.0% 1
More operations +

Help

Total: 1item(s), PerPage: 10itemis) |« | . o
FAQs

Click Create alarm task to display the alarm task creation dialog box.

. Enter the task name.

. Select the scaling group to be monitored.
. Select the item to be monitored.

. Enter the statistical period. The finer the granularity of the statistical cycle, the more

sensitive the alarm trigger mechanism.

. Enter the statistical method.

8. Enter the number of recurrences before an alarm is triggered.

. Select the scaling rule triggered by the alarm.

Click Submit. The alarm task will be displayed on the Alarm Task page.

CreateAlarm task

Before an alarm task is performed, the new version of CloudMonitor Agent must be installed in the ECS image.
hittp://jiankong.aliyun.com/readme.htm

“Task name: alarm_task_demo

The name must be 2-40 characters long. It must begin with
upper/lower-case letters, numbers or Chinese characters,
and may centain ".", *_" or "-*

Description: The description of alarm task

It must contain 2 characters at least

*Monitor resource: auto_scaling_demo 5
*Metric item: CPU ¥
Statistical cycle {min) 2 H
*Statistical method Average ¥ e= + Threshold value
%
Number of recurrences before 3Times H

an alarm is triggered

*“Trigger on alarm rule scaling_rule_demo

ar

m e
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Modify, query, or delete an alarm task

You can modify, query, or delete an alarm task.

Procedure

Click Alarm task under Auto-trigger task management to access the Alarm task page.

Click Modify, Disable, or Delete next to the alarm task to be changed.

View scaling activities

View scaling activities

This operation queries the information of scaling activities performed in the last 30 days.

Qeach A ©  AccessKeys TechnicalSupport - Help&Document v  xuc™@sina.com~  Engish v
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Move ECS instance to Standby

Auto Scaling allows you to set the Standby status for one or more ECS instances. After an ECS
instance is in the Standby status, you can upgrade or maintain the ECS instance. Meanwhile, we do
not either perform health check for the specified instance or release it.

If an ECS instance is set to the Standby status:

- It is not in service until you resume the ECS instance.

- Its lifecycle is controlled by you rather than Auto Scaling service.

- The weight of the ECS instance is deregistered to zero if the scaling group has
Server Load Balancer instances attached.

- You can stop instance, restart instance, or do other maintenance operations, such
upgrade the instance configurations, change the operating system, reinitialize the
cloud disk, or migrate from the classic network to a VPC.

- It is not removed from the scaling group whenever a scaling event happens.

- The health status is not updated even the specified instance is stopped or restarted.

- It must be removed from the scaling group before you release the instance.

- It is resumed for a short while when you delete the related scaling group and then it
is release along with the scaling group.

If an ECS instance is back to the in service status:

- It handles application traffic actively again.

- The weight of the ECS instance is set to a predefined value if the scaling group has
Server Load Balancer instances attached.

- The health status is updated if the specified instance is stopped or restarted.

- Its lifecycle is controlled by Auto Scaling service rather than you.

Console-based operation

Move to Standby

Log on to the Auto Scaling management console.
In the left-side navigation pane, click Scaling Groups.

Choose a region, such as China East 2 (Shanghai).
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Find and click the target scaling group.
In the left-side navigation pane, click ECS instances.

Find and click the target ECS instance, click Move to Standby.

Remove from Standby

Log on to the Auto Scaling management console.

In the left-side navigation pane, click Scaling Groups.
Choose a region, such as China East 2 (Shanghai).
Find and click the target scaling group.

In the left-side navigation pane, click ECS instances.

Find and click the target ECS instance, click Remove from Standby.

API-based operation

Move to Standby: EnterStandby

Remove from Standby: ExitStandby

References

- What is Server Load Balancer
- Remove an unhealthy ECS instance

Query the ECS instance list
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Query the ECS instance list

Query the ECS instance list of a scaling group

There are two types of ECS instances: automatically created and manually added.

- Automatically created ECS instances are created by the Auto Scaling service based on scaling
configuration and rules.

- Manually added ECS instances are manually added to a scaling group, not created by the
Auto Scaling service.

Lifecycle of ECS instances in a scaling group

An ECS instance in a scaling group may be in the following states during its lifecycle:

- Pending: The ECS instance is being added to the scaling group. The instance may be being
created, added to the Server Load Balancer instance, or added to the RDS access whitelist.
- In Service: The ECS instance has been added to the scaling group and is providing services.

- Removing: The ECS instance is being removed from the scaling group.

ECS instance health status

An ECS instance in a scaling group may be in the following health states:

- Healthy
- Unhealthy

ECS instances are unhealthy when they are not running. Auto Scaling automatically removes
unhealthy ECS instances from scaling groups. Auto Scaling stops and releases unhealthy ECS
instances that were created automatically. Auto Scaling does not stop and release unhealthy ECS
instances that were created manually.

Procedure

On the Scaling group management page, click Manage next to the scaling group.

Click ECS instance list on the left side.
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